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Abstract

In the last decade Anderson Localization of Light and Random Lasing has attracted a variety of
interest in the community of condensed matter theory. The fact that a system so inartificial as a
thin layer consisting of dust particles, which have amplifying properties, can produce coherent laser
emission, is of a simple elegance, which promises new insights in fundamental physics. The Random
Laser consists of randomly distributed scatterers which have amplifying properties, embedded in an
either amplifying or a passive medium. There is no need of an external feedback mechanism, like in
the system of a conventional laser. Despite the striking chasteness of the effect, there are still vivid
discussions about theory for the random laser, which has not been fully described yet. Whereas
there are several attempts to enter the subject numerically by considering cavity approximations,
this thesis is concerned with building a microscopically self-consistent theory of random lasing. In
order to design this method we had to study light localization effects in random media including
absorption and gain. We incorporated interference effects by calculating the Cooperon contributions
and we found, that we reach Anderson localized states for passive media. Mapping this theory
on a system which consists of laser active Mie-scatterers in a passive medium, we found that by
incorporation of the Cooperon, we loose the Anderson localization again, but the system is still
weakly localized, which is sufficient for the enhancement of population inversion and stimulated
emission. The description of a random lasing system is completed by coupling the analytically
derived microscopic transport theory to the laser rate equations of a four level laser and solving
the system numerically self-consistent. Finally we develop a generalized method for describing light
transport, multiple scattering and interference effects in a translationally non-invariant system of
finite size analytically. The solution of this theory coupled to the rate equations gives us a closed
theory to calculate transport and lasing properties of a random lasing slab geometry.
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Chapter 1

Introduction

This thesis is concerned with light propagation, transport and amplification in random media in
general, which is a wide area of research. Whereas we find undamped propagation in the case of
vacuum, in the random medium we have to consider mainly two different mechanisms of transport.
First the diffusive processes which lead to an exponential decay of the light intensity and second
the interference processes which may lead to Anderson localization. Finally the interplay of these
transport mechanisms may lead in amplifying media to an effect which is called random lasing.

Figure 1.1: Schematic illustration of light transport in the three different regimes. Shown is the
incident light pulse (intensity) in position space (upper row) at t = 0 and the same light pulse
after a finite time t > 0. In the ballistic regime, i.e. in the absence of disorder (left column),
light propagates with the bare speed of light, whereas in diffusive regime with weak disorder (center
column), the initial pulse decays slower. Finally in the localized regime, i.e. strong disorder, (right
column) the light pulse does not decay at all, light intensity is localized within a given a volume.

Random lasing is a phenomenon which has been discussed during the last decade for various dis-
ordered media. Optical gain in such a laser is either achieved by introducing a laser dye, or the
scattering structure is excited to deliver optical gain itself [1, 2]. In the first case passive scatterers
are embedded in an optically active host medium, whereas in the latter case the host medium is
passive and the scatterers are themselves active. A combination of those two realizations should
also be accessible. One example of a scattering and amplifying random media is ZnO powder.
ZnO powders are ideally suited for application in random lasers because of their relatively high
refractive index (ZnO the refractive index is 2.3 in the ultraviolet near-band-edge region) leading to
strong light scattering in combination with an adequate optical gain if sufficiently excited [3, 4] .

7



8 CHAPTER 1. INTRODUCTION

Figure 1.2: The experimental results with ZnO semiconductor powder show sharp spectral features
and lasing emission from spatially confined regions. H. Cao et al., PRL 84, 5584 (2000)

A conventional laser is usually constructed from two basic elements: a material that provides optical
gain through stimulated emission and an optical cavity that partially traps the light and therefore
provides the necessary feedback mechanism. When the total gain in the cavity is larger than the
losses, the system reaches a threshold and lases. It is the cavity that determines the modes of a
laser, that means, it determines not only the directionality of the output but also its frequency.
Random lasers work on the same principles, but the modes are determined by multiple scattering
as intrinsic feedback and not by a laser cavity.

Figure 1.3: D.S. Wiersma et al., Nature 406, 132 (2000) (a) Conventional Laser versus (b) Random
Laser. Whereas the conventional laser consists of an amplifying material and an external feedback
mechanism, the Random Laser contains an intrinsic feedback mechanism, all the multiple scattering
processes, and therefore the gain is intrinsically influenced.

Multiple scattering as the underlying principle of light transport in disordered media occurs in nearly
all optical materials that appear opaque and is very common in nature. In a lot of processes multiple
scattering is the origin of loss of intensity, so is mainly a process which has been tried to avoid.
This type of propagation (see Fig. 1.2) is that of a random walk, just as in the Brownian motion of
particles suspended in a liquid. The fundamental parameters describing multiple scattering are the
mean free path (the average step size in the random walk) and the diffusion constant. Scattering in
disordered optical materials is complex yet completely coherent. This means that the phase of each
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of the optical wavelets undergoing a random walk is well defined and interference effects can occur,
even if a material is strongly disordered.
The most self-evident visualization of interference of multiply scattered light is that of a laser speckle,
which is the grainy pattern observed when looking at a laser pointer that is scattered from a piece
of paper. As interference we can discuss two or more wave interference as well as self interference.
It is important to remark, that interference contributions arise only due to light paths in the sample
which are identical but traveled along in opposite directions, these are the so-called time-reversed
paths as illustrated in Fig 1.4. As a consequence we find that in the direction of back reflection
the light intensity is amplified by a factor of two, only due to the existence of such interference
phenomena. Experimentally such phenomenon is observed and named Coherent backscattering
effect.

Figure 1.4: Inverse path-directions lead to interference effects.

The difference between light diffusion and multiple scattering is that (bare) diffusion refers to a
simplified picture of multiple scattering in which interference effects are neglected. Multiple scat-
tering due to randomness not only occurs in natural materials, but is also intrinsically present in
photonic materials, such as photonic crystals, intended for the realization of optical devices. In
those materials, multiple scattering has always been considered an unwanted property arising from
structural artefacts. It has now become clear that such artefacts are difficult to avoid [5]. Using
multiple scattering to introduce new functionalities therefore opens up a completely new perspective
on disorder in photonic materials.
An additional effect requiring consideration regarding light transport is the fact that the randomly
distributed scatterers are of finite size. This leads to geometrical resonances within the scatterers
itself. In case of spherical scatterers such resonances are called Mie resonances. In two dimensional
structures this effect is also called a whispering gallery mode. If the light frequency is in or close
to a Mie resonance, then the transport of intensity is affected, because light can be stored in such
resonances, and therefore the transport is slowed down, resulting in a smaller diffusion constant.
To develop a theory that can describe all aspects of a random laser is very difficult. A complete
model would have to include the dynamics of the gain mechanism because gain saturation forms
an intrinsic aspect of an amplifying system above threshold. Without gain saturation, the intensity
would diverge leading to unphysical results. In addition, interference effects have to be included to
describe the mode structure. Interference in multiple scattering leads to a granular distribution of
the intensity called speckle (Fig. 1.2). In most random materials, the intensity is spread throughout
the sample and the modes are extended. In certain random materials, interference can lead to an
effect called light localization [6, 7, 8], which is the optical counterpart of Anderson localization
of electrons [9]. Owing to interference, the free propagation of waves and thereby the multiple
scattering process, comes practically to a halt in that case. This can be understood in terms of the
formation of randomly shaped but closed modes with an overall exponentially decaying amplitude
(Fig. 1.2). The average spatial extent of these localized modes defines a length scale called the
localization length. Localization can only take place in optical materials that are extremely strongly
scattering, the requirement being that the mean free path becomes smaller than the reciprocal wave
vector : kl < 1. This is also known as the Ioffe - Regel criterion [10]. The need for a detailed
model of random lasing became clear after an observation by Cao and co-workers, who found that
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carefully performed experiments revealed narrow spikes in the emission spectrum on top of a global
narrowing [11]. Attempts to understand the origin of these spikes have led to a vivid discussion in
the literature.
In a random laser, light is confined within an amplifying disordered medium due to permanent
scattering on a microscopic length scale. The light is thus retarded from leaving the active region up
to the limit of localized light [15, 16]. The localization of light is caused by constructive interference,
because elastic scattering of light is a completely coherent process.
The onset of lasing is demonstrated typically by a threshold-like behavior of the optical emission
[4], but only under certain conditions do narrow laser lines, similar to those of conventional lasers,
occur [12]. The origin of such spectrally narrow laser lines is still open to interpretation. It has been
attributed to strongly localized modes of the light in the sense of an Anderson localization [13] that
cannot be explained in a purely diffusive model where interference effects are neglected [14].
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Figure 1.5: Schematic description of a conventional four level laser. The reservoir electrons (ground
level) are pumped to the third level, from where they relax almost immediately to the second level.
Finally an inversion between the second and the first level is reached and by stimulated emission the
electrons relax coherently into the first level. This process is called lasing. Finally they relax to the
ground level.

In this thesis there is a transport theory described which has been developed for either amplifying or
absorbing bulk material with embedded amplifying or absorbing Mie scatterers in random positions.
The theory is further expanded for samples with finite sizes and also coupled to a system of rate
equations for a conventional four level laser (see Fig. 1.5). This system is solved self-consistently.



Chapter 2

Light Waves in Random Media

In this chapter we want to introduce briefly the various well known methods and strategies used in
this theses to derive a self-consistent theory of light localization and random lasing in disordered
media. The given introduction is rather general than complete and the interested reader is asked
to proceed to the references given here. Nevertheless the introduction to Maxwell’s equations,
the Method of Green’s functions and the information provided by the diverse moments are very
important for the translations of the physical pictures into the theory of this thesis.

2.1 Maxwell Equations

The original, microscopic Maxwell-Theory of electromagnetism has a very clear and simple structure
which is the reason for its beauty. Electromagnetic phenomena such as light are described by
Maxwell’s equations, which determine the evolution of the electromagnetic fields. These are vector-
valued functions of space and time and known as the electric field ~E and the magnetic induction
~B. Further we introduce the charge and current densities ρ and ~J which are the sources for these
fields. If the charges and currents are known, then the evolution of the fields ~E and ~B is governed
by the following coupled set of partial differential equations, the microscopic equations in vacuum
expressed in Heaviside-Lorentz units [66]

∂t
~E = c~∇× ~B − ~J (2.1)

∂t
~B = −c~∇× ~E (2.2)

~∇ · ~E = ρ (2.3)

~∇ · ~B = 0. (2.4)

We have chosen the system of units in which all quantities are dimensionless, and the electric
permittivity ǫvac and the magnetic permeability µvac are equal to 1. If we place some material in
the vacuum, the atoms comprising it will be affected by the electromagnetic fields and via their
motion produce (excess) charges and currents. The response of the atoms is in general determined
from quantum mechanical calculations, and the coupled material-Maxwell system would have to be
solved self-consistently. This is practically impossible and in addition unnecessary, since the variation
of the fields on the atomic lengths scales is not interesting. Therefore some kind of simplification
has to be introduced in the way that we establish the so called macroscopic fields. In order to obtain
these macroscopic equations, we separate charge and current density into two parts ρ = ρ1 + ρ2,
~J = ~J1 + ~J2, where the ones describe the free parts and the others the bound parts Ref.[67]. To

eliminate ρ2 and ~J2 the polarization and the magnetization of the sample are introduced

ρ2 = −∇ · ~P ~J2 = −(∂t
~P + c∇× ~M) with ρ̇2 + ∇ · ~J2 = 0 (2.5)

This is always possible but not unique. Introducing two additional new fields

11



12 CHAPTER 2. LIGHT WAVES IN RANDOM MEDIA

~H ≡ ~B − ~M = ~B − χm
~B =

1

µ
~B (2.6)

~D ≡ ~E + ~P = ~E + χe
~E = ǫ ~E (2.7)

we eliminate ~P and ~M , where the rightmost equalization in Eq. (2.6) and Eq. (2.7) is valid in a
linear response approximation. The magnetic field H and the electric displacement D describe the
electro-magnetic fields within matter, and the susceptibility χe and χm characterize the response
of the system to external fields, and they are therefore material dependent properties which can be
calculated microscopically.
This procedure leads us finally to the macroscopic Maxwell’s equations of electrodynamics

∂t
~D = c~∇× ~H + ~J (2.8)

∂t
~B = −c~∇× ~E (2.9)

~∇ · ~D = ρ (2.10)

~∇ · ~B = 0 (2.11)

By performing a coarse-grained average, which leaves the linear relations above unchanged, one
finds the macroscopic interpretation: ~E and ~B are the averaged microscopic fields. The fields ~H
and ~D can be understood by identifying ~P and ~M in leading order with the electric and magnetic
dipole moment densities.
The dielectric constant is a macroscopic quantity, which represents on average the linear response
of matter to an external field. By assuming ǫ to be complex, we introduce dissipation. We find
absorption of light in case of a positive sign of the imaginary part of ǫ, and amplification of light for
a negative sign. The macroscopic Maxwell’s equations Eqs. (2.8-2.11) together with the two linear
constitutive relations Eq. (2.6) and Eq. (2.7) represent a complete and unique system of equations.
For a more detailed discussion see e.g. [67].
It is convenient to eliminate either the electric or the magnetic field in one of the dynamic Maxwell’s
equations in order to obtain a closed equation in one of the fields. The vector wave equations

~∇× ~∇× ~E(~r, t) + ǫ(~r)
∂2

∂t2
~E(~r, t) = − ∂

∂t
~J(~r, t) (2.12)

~∇× 1

ǫ(~r)
~∇ ~B(~r, t) +

∂2

∂t2
~B(~r, t) = ~∇× 1

ǫ(~r)
~J(~r, t). (2.13)

Changing from time to frequency space by performing a standard Fourier transformation, Eq. (2.12)
reads as

~∇× ~∇× ~E(~r, ω) − ω2ǫ(~r) ~E(~r, ω) = iω ~J(~r, ω) (2.14)

Now we use the vector identity ~∇× ~∇×~v = ~∇(~∇·~v)− ~∇2~v for an arbitrary vector field ~v, and derive

the scalar wave equation by neglecting polarization and therefore neglecting the term ~∇(~∇ · ~v)

−~∇2E(~r, ω) − ω2ǫ(~r, ω)E(~r, ω) = j(~r, ω). (2.15)

With the scalar wave equation we have reached the description of propagation of an electric field,
which is the basis on which we build the theory of propagation of light intensity in disordered media.
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2.2 Green’s Function Formalism

Before going into more detailed considerations in chapter 3, however, the discussion of the overall
approach of Green’s functions and the discussion of the physical meaning of the several moments is
useful.
In a random medium, a complete solution of the wave equation is represented by the knowledge
of the Green’s function G(ω, r, r′) for all values of ω, r, r′ in the presence of disorder σ(r). The
accurate solution of the wave equation is not generally possible in the presence of σ(r).There is also
the problem of how to extract the desired information from G(ω, r, r′) even if it were known.
At this point a look at the random walk problem compared to the propagation of light is helpful.
Assume that the position of a random walker is known at every instant of time, given by r(t). This
is equivalent to the determination of the Green’s function G(ω, r, r′) for the wave equation and
represents the complete solution of the random walk problem in principle. The diffusive behavior,
however, which results from the statistical character of r(t), is not immediately obvious from r(t).
It is contained within the evaluation of the moments of r(t), i.e. 〈r〉c, 〈r2〉c etc., where the angular
brackets with the subscript c denote averaging over different configurations, the random perturba-
tions σ(r) in the wave scattering case, and different random walk trajectories in the random walker
case. When we look at the transport of light in disordered media the first objective of our approach
is the approximate evaluation of 〈G〉c, since its calculation is simpler than that for G, but we also
pay the price of loosing some information. For example, whereas G depends on the source posi-
tion r′, 〈G〉c depends only on the source-detector separation r − r′, because after configurational
averaging, 〈G〉c can no longer depend on any particular σ(r), and so only r − r′ plus the statistical
properties of the σ(r) ensemble are relevant. In other words, an averaged quantity cannot depend
on the averaged variable, and in this case independence from σ(r) means all spatial positions are
equivalent.
For the work presented in this thesis the knowledge of several moments of the Green’s function is
important.

2.2.1 Single Particle Green’s Function

The disorder averaged Green’s function 〈G〉c, the first moment of G, shows wave propagation char-
acteristics in an averaged sense. Metaphorically spoken, this is the ”effective medium” as it is seen
by a wave. Additionally, it marks the spatial scale, where beyond this effective medium description
can no longer be valid. Mathematically, this point is expressed in the exponential decay of 〈G〉c as
a function of |r− r′|. Yet this decay does not imply wave localization at all, just as in random walk
〈r〉c = 0 does not indicate that the random walker is localized at the origin. The exponential decay
of 〈G〉c means that the wave coherence, which means unique wave propagation direction and phase
relation, is lost. This decay length is defined as the mean free path. For the random walk, 〈r〉c = 0
implies the absence of ballistic motion.

2.2.2 Two Particle Green’s Function

Whereas 〈G〉c shows the character of the coherent part of the wave propagation in a random medium,
all the transport effects beyond the scale of the mean free path are included in the second moment,
the disorder-averaged Green’s function 〈GG∗〉c, just as in the random walk case the diffusion dynam-
ics emerge from the time dependence of 〈r2〉c. Therefore the next objective in our approach is the
evaluation of 〈GG∗〉c. The result of this calculation will display that at the long-time, long-distance
limit, intensity transport is indeed diffusive in character, and the associated diffusion constant will
be explicitly calculated in this thesis. In the context of diffusive transport the self-interference effect
can be demonstrated to strongly influence the diffusion constant. Since one of the main objects of
this thesis is to describe light intensity transport in disordered media, we focus on the evaluation
and the characteristics of two particle Green’s functions.
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2.2.3 Higher Moments of the Green’s Function

As our main task is to calculate the intensity transport behavior, which is given by 〈GG∗〉c, we do no
consider fluctuations in the intensity transport, which have to be calculated from the fourth moment
〈GG∗GG∗〉c. This is the intensity- intensity correlation and it contains information about the long-
range memory and phase interference effects that may be retrieved from intensity- or current-
fluctuations, e.g., speckle patterns formed by light after passing through a random medium.
The set of these moments of G provide the insight into the special statistical character of wave trans-
port in random media. Wave transport characteristics obtained from the moments of G necessarily
differ from those in a single configuration. Nevertheless it is important to outline that the moments
can give a general understanding of the single-configuration characteristics because in most physical
situations the ergodic hypothesis is valid, which means that the configurationally averaged behavior
may be equated to the infinite-time average of the single-configuration behavior.

2.3 Scattering Formalism

As outlined before the Green’s function formalism is a very useful tool to gain insight to the physical
behavior of a wave in disordered media and its statistical characteristics. Especially, it can solve
inhomogeneous differential equations. To make the following considerations a little better to read
we change the notation according to G̃ = G as the non averaged Green’s function and G = 〈G〉c as
the disorder averaged Green’s function.
For a system which is exited at t = 0 by a light pulse, the vector wave equation (Helmholtz equation),
cf. Eq. (2.14), reads

−~∇× ~∇× G̃̃G̃G̃G(~r, ~r ′, ω) + ω2ǫ(~r)G̃̃G̃G̃G(~r, ~r ′, ω) = δ(~r − ~r ′)1, (2.16)

1 is the unity operator in three dimensional space. We introduce g(ω) and h(ω) and rewrite Eq.
(2.16)

g(ω) :=
ω2

c2
ǫ0(ω) and h(ω) := −ω2

c2
[ǫscat(ω) − ǫ0(ω)] (2.17)

−~∇× ~∇× G̃̃G̃G̃G(~r, ~r ′, ω) + [g(ω) − h(ω)V (r)] G̃̃G̃G̃G(~r, ~r ′, ω) = δ(~r − ~r ′)1, (2.18)

The dielectric function is expressed as a function of the background contribution ǫ0 and a spatial
dependent contribution ǫscat of the scatterers

ǫ(r, ω) = ǫ0(ω) + [ǫscat(ω) − ǫ0(ω)] V (r) and ǫ(r, ω) ∈ C (2.19)

where V (r) is the scatterers volume function. This transformation allows us to write the electro-
magnetic potential see Eq. (2.18) in a more intuitive form, where the function g(ω) describes the
undisturbed background medium. In the electronic case this is expressed by the free propagator
in a homogenous medium. Henceforth, h(ω) characterizes the influence of the scatterers. Again in
electronic language this would lead to the full Green’s function including potential scattering. In
the following procedure we use this notation of free and full Green’s function.
From Eq. (2.16) we obtain the relation between the electric field and the Green’s function

~E(~r, ω) =

∫
d3~r ′G̃̃G̃G̃G(~r, ~r ′;ω)~j(~r ′;ω) (2.20)

which displays that the intrinsic information of the system is fully included in the Green’s function.
Green’s functions are the generic building block of the multiple scattering theory. If the Green’s
function for a given problem is derived, which can be of course a difficult task, one can find a formal
Born series expansion in the scattering potential.
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GGGG = GGGG0 + GGGG0VVVV GGGG (2.21)

2.3.1 The T Operator

By iterating this self-consistent equation Eq. (2.21), we derive an alternative way to express the
Green’s function

GGGG = GGGG0 + GGGG0VVVV [GGGG0 + GGGG0VVVV GGGG] (2.22)

= GGGG0 + GGGG0VVVV GGGG0 + GGGG0VVVV GGGG0VVVV GGGG0 + . . . (2.23)

Eq. (2.23) expresses clearly that each scattering event (VVVV ) is a source for a further propagating
wave

GGGG = GGGG0 + GGGG0TTTT GGGG0 (2.24)

= GGGG0 + GGGG0VVVV GGGG0 + GGGG0VVVV GGGG0VVVV GGGG0 + . . . (2.25)

where

TTTT = VVVV + VVVV GGGG0VVVV + VVVV GGGG0VVVV GGGG0VVVV + . . . (2.26)

= VVVV (1− GGGG0VVVV )−1 (2.27)

is called the scattering matrix TTTT . From the defining equation, Eq. (2.26), it is seen that if V
represents one scattering event, than TTTT includes all multiple scattering events [71]. In general Eq.
(2.26) is written as

GGGG−1 = GGGG−1
0 − VVVV . (2.28)

The solution of the general wave equation

[∇2 + ǫ0ω
2 − σ(r)]φ(ω, r) = 0 (2.29)

(
∇2 + ǫ0ω

2
)
φ(ω, r) = σ(r)φ(ω, r). (2.30)

can be completely expressed with the help of the T matrix in terms of the uniform-medium solutions
φ0(ω, r) and G0(ω, r − r′). Then the solution may be written in Dirac’s notation

|φ〉 = |φ0〉 + G0V|φ〉 = |φ0〉 + G0V|φ0〉 + G0VG0V|φ0〉 + . . . (2.31)

= |φ0〉 + G+
0 T+|φ0〉. (2.32)

The + superscripts on G0G0G0G0 and TTTT in the last line of Eq. (2.31) are meant to select the physical
solution branch where the scattering from an inhomogeneity is represented by an outgoing wave
(from the inhomogeneity) rather than by an incoming wave, which would be selected by G−

0 T−.

2.3.2 Configurational Averaging

From Eq. (2.24), the configurationally averaged Green function is given by

〈G〉c = G0 + G0〈T〉cG0, (2.33)
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where G0 is independent of σ(r) and is therefore not affected by the average. From the TTTT represen-
tation of Eq. (2.26), we have

〈T〉c = 〈V (1 − G0V)
−1〉c. (2.34)

〈TTTT 〉c contains all the higher-order correlations of VVVV as we have seen above, such as 〈V GoVV GoVV GoVV GoV 〉c and
〈V GoV GoVV GoV GoVV GoV GoVV GoV GoV 〉c, and all the multiple scattering caused by VVVV . In the real space representation 〈GGGG〉c
depends only on the spatial separation between the source and the receiver r − r′. Therefore its
Fourier transform is a function of one k only, just as for G0G0G0G0 . It can be shown that a convolution
integral in real space, as symbolized by G0〈T 〉cG0G0〈T 〉cG0G0〈T 〉cG0G0〈T 〉cG0 , means simple multiplication of the transformed
quantities in k space. Therefore it is obvious that in the k representation, 〈TTTT 〉c is also a function of
one k only, which implies a dependence on only the separation of source and destination r − r′ in
real space.

2.3.3 The Self-Energy

Equivalently to the derivation of Eq. (2.28), from Eq. (2.21) one can define a self energy Σ operator
as

〈G〉−1
c = G−1

0 − Σ, (2.35)

In the k representation, Σ is also a function of one k only, because both 〈G〉c and G0 are only
functions of one k. This causes a dependence on r − r′ in real space, just as for 〈T 〉c. From (3.12)
and (3.14), Σ is related to 〈T 〉c by

〈Σ〉c = 〈T〉c (1 − 〈T〉cG0)
−1

. (2.36)

Σ is denoted the self-energy operator, and Eq. (2.35) is known as the Dyson equation. In momentum
space, both Eq. (2.35) and Eq. (2.36) are simple algebraic equations. All the relevant operators
are diagonal matrices. The comparison of Eq. (2.35) with Eq. (2.28) shows that in spite of the
apparent similarity, the self-energy Σ is a very different object from the operator VVVV of the exact
Green function in a fixed configuration. In position space the operator VVVV represents scattering-off
of a local perturbation potential σ(r). However Σ is a nonlocal operator as can be seen from the
defining equation for 〈G〉c. In momentum space is given by

[
ǫ0ω

2 − k2 − Σ(k, ω)
]
〈G〉c = 1 (2.37)

Applying a Fourier-Transformation to position space, i.e. replacing −k2 by ∇2, and additionally
using that a multiplication in the k-domain means convolution in the real space, so that the above
equation now reads

[
ǫ0ω

2 + ∇2
]
〈G〉c(ω, r − r′) (2.38)

−
∫

dr1Σ(ω, r − r1)〈G〉c(ω, r1 − r′) = δ(r − r′)

This equation reduces to the ordinary wave equation only if Σ(ω, r − r1) = Σ(ω)δ(r − r1). This
turns out to be possible when the effective medium description is valid.

2.4 Two Particle Quantities and Bethe Salpeter-Equation

Since the disorder averaged Green’s function is translational invariant, it is not suitable for transport
properties of the random system, since they represent collective phenomena. This means that the
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physical quantity which is transported through the random system is the energy, which is a conserved
quantity. On a purely phenomenological level, we may say that the restriction imposed by the
conservation of energy leads to a correlation between the motion of the field quanta. This process
cannot be described by averaged single particle quantities alone. Actually it has to be expressed in
terms of the averaged product of the two non-averaged single particle Green’s functions, since the
energy density is the product of the two amplitudes.
The conservation of energy is expressed by the continuity equation for the energy density Φ(~r, t),

and the energy current density ~J(~r, t)

dΦ

dt
+ ∇ · J = δ4(t, ~r) (2.39)

The Fourier transformed quantities of the energy density Φ and the energy current density J are
connected by the energy transport velocity vE . The energy current density can be expressed as the
gradient of the energy density assumed that the system characteristics are slowly varying in space.

J = −D∇Φ (2.40)

Here we have introduced a phenomenological constant of proportionality D. The microscopic defi-
nitions of D and vE are given in the following chapter.
As explained in the section of the Green’s function formalism, the simplification of the theory requires
considerations of all equations in Fourier space. Therefore the continuity equation Eq. (2.39) and
the energy current density Eq. (2.40) are given in Fourier space in the following form

−iΩΦ + iQ · J = 1 (2.41)

J = −iDQΦ (2.42)

Inserting Eq. (2.40) in Eq. (2.39) we derive the so called diffusion equation

Φ(Ω, Q) =
i

Ω + iQ2D(Ω)
(2.43)

which shows the so called diffusion pole structure in the denominator. The explicit discussion of
the diffusion pole (see chapter 3) is one of the most interesting parts of the matter and allows to
investigate all transport properties of the system even in the presence of dissipation. To understand
the influence of diffusion on the energy density relaxation we Fourier transform the diffusion pole
from frequency Ω to time t.

Φ(t,Q) ∼ e−Q2Dt (2.44)

We introduce the correlation length xi as defined by the diffusion pole.

1

ξ2
=

−iΩ

D(Ω)
(2.45)

The correlation length represents the memory of the system in a way that the waves loose their
coherence beyond the correlation length. The already discussed Anderson localization of light implies
a vanishing diffusion constant D = 0. In this case the correlation length becomes the localization
length of the energy density Φ, defining the volume within the density is localized in such systems.
To express the transport of the energy in the disordered media we need to consider an governing
equation for two particle quantities equivalent to the Dyson equation for single particle quantities,
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Figure 2.1: Diagrammatic representation of the Bethe-Salpeter equation Eq. (2.46) for the two
particle Green’s function Φ~q ′′~q ′ in momentum space. γqq′′ represents the irreducible vertex.

the Bethe-Salpeter equation, see also Fig. (??). For the two particle Green’s function Φ~q~q ′ the
Bethe-Salpeter equation reads

Φ~q~q ′ = Gω+
q+

G∗ω−
q−

(
δ(~q − ~q ′) +

∫
d3q ′′

(2π)3
γqq′′Φ~q ′′~q ′

)
(2.46)

introducing the irreducible vertex γqq′′ which includes all scattering events of the intensity. The
irreducible vertex γqq′′ is the analog to the single particle self-energy Σ in the Dyson equation,
which has been discussed above.
The solution of the Bethe-Salpeter equation adopts the scheme presented at the beginning of this
section. We construct two independent equations relating energy density and energy density current
by utilizing the Bethe-Salpeter equation, the continuity equation and the energy density relation.
Combining both we derive the diffusion pole structure of the energy density. A detailed presentation
is given in the following chapter. Local energy conservation will be included by means of an exact
Ward-Identity as is shown below.

2.4.1 Incoherent and Coherent Contributions

The average two particle Green’s function describes the temporal and spatial evolution of the light
intensity in a disordered medium. When the two particle Green’s function is averaged over a random
arrangement of scatterer we can identify three principle contributions: First, the intensity is going
from one point to another without any scattering event (ballistic regime). Second, the intensity is
going from one point to another by a classical process of multiple scattering (Diffuson). Third, the
intensity is going from one point to another by a coherent process of multiple scattering (Cooperon).
Naturally this includes interference effects.
Since the considered systems in this thesis rely on multiple scattering processes, ballistic transport
will not be discussed further.
Generally spoken, we want to study the occurrence, characteristics and possible disappearance of
diffusion (Anderson localization). Therefore we have to discuss the remaining two contributions,
Diffuson and Cooperon, in order to understand their implication on and relevance to intensity
transport in disordered systems.

Ladder Approximation

We must consider the disorder average of the product GRGA of the Greens’s functions GR, GA,
corresponding to all possible multiple scattering sequences such as those represented schematically
in Fig. (2.2). There are two consequences of averaging: First we calculate only traveling paths with
identical scattering events, meaning the scattering events for two different waves traveling through
the media do not have to occur necessarily in the same order. Second, the averaged product
〈GRGA〉 is replaced by the product of the averaged Green’s functions 〈GR〉〈GA〉 . The distance
between two collisions is thus of the order of the elastic mean free path ls. In the weak disorder
regime the collisions are independent and ls ≫ λ. Consequently the difference in path-lengths
between trajectories with non-identical scattering sequences will be at least of order ls, i.e. much
greater than the wavelength λ. The resulting dephasing is very large and these contributions are
thus negligible. We therefore retain those contribution of the type represented in Fig. (2.2). This
approximation is called the Diffuson or Ladder Approximation.
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Figure 2.2: Diffuson or Ladder Approximation.

Cooperon Approximation

Additionally to the Ladder contributions which we discussed above there is at least one other
contribution which has not been taken into account and which has important physical consequences.
To see this, consider the product of two Green’s functions describing two trajectories which are
identical but for the fact that they are covered in exactly opposite directions such as those shown in
Fig. (2.3). The phase factors associated with each of the two trajectories are identical, provided the
system is time reversal invariant. A process for which the two trajectories are traversed in opposite
directions is allowed and thus must contribute equally to the transport.

S2S1

S2r r ’S1S3

S3
start
r

finish
  r ’

wave 2
wave 1

S1

S2

S3

Figure 2.3: Cooperon contribution

Because of the characteristic “fan” structure (see Fig. (2.3)) of the diagrams contributing to the
Cooperon, it is also often called a maximally crossed Diagram in the literature. The calculation and
disentanglement is shown in Fig. (2.4)).
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figure.



Chapter 3

Light Transport in Infinite Three

Dimensional Disordered Media

with Absorption or Amplification

The first goal of this thesis is to gain a theory for scalar wave propagation and light intensity
transport in tree dimensional random dielectric media with gain and/or absorption. Special emphasis
is put on the detailed presentation of the solution method of the governing Bethe-Salpeter equation.
The proximity of the Anderson transition is treated by a self-consistent Cooperon resummation,
representing the repeated self-interference, based on the theory of Vollhardt and Wölfle [60]. In this
modified form it accounts for dissipation, as well as energy conservation in terms of a generalized
Ward identity [61]. The incorporated approximations are discussed in detail with respect to the
range of applicability, especially regarding optical gain. As there is no full description in literature
for such a theoretical model whatsoever, this chapter provides a lot of technical details which shall
lead the interested reader through the calculations.

3.1 Introduction

Light propagation and light intensity transport in random media remain an active field of research
in theory [17, 18, 19, 20] and experiment [21, 22, 23]. In recent years special interest has arisen
on the effects of absorption and on lasing in disordered [24, 25, 27, 28, 29, 30, 31] and periodic
[32, 33] structures. On the theoretical side, many authors [18, 34, 35], including also some of our
previous work [19], employ methods which are commonly used in calculations known from electronic
systems in solid state physics. Examples are single-particle Green’s functions [82, 119] as well as
higher-order Green’s functions [82, 119, 18] and their respective equations of motion, e.g. the
Bethe-Salpeter equation, including their solution ansatzes. While those electronic systems are well
documented in the literature, see e.g. [36], the photonic counterparts, however, experience a lack of
coherent and detailed presentation. The purpose of this article is to provide a detailed presentation
of the theory for photonic systems to be used by the community.
There are subtle but important differences between electronic and photonic systems, such as the
equation of motion for photons being second order in time as compared to the first order in time
Schrödinger equation of electrons. This leads to a frequency dependent random potential for pho-
tons, as will be shown in section 3.2 and further renormalizes the transport velocity of the light
intensity as well as the form of the diffusion constant in section 3.5. Moreover, non-conservation of
particles is unknown in electronic systems in contrast to the emission and absorption of photons.
The presented work in this chapter is organized as follows. First, we derive in detail how stimulated
emission, described by laser rate equations, enters into the transport theory as an imaginary part of
the dielectric function. In a second step we continue with a detailed documentation of the solution
of the Bethe-Salpeter equation for photonic correlators, which, to the best of our knowledge, has
not been published before. Differences with respect to the electronic case will be pointed out all

21
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along this course where appropriate.
Special emphasis has to be put on investigating the role that Anderson localization takes in disor-
dered emitting media. Anderson or strong localization [37] has been shown [59, 39] to arise from
repeated self-interference of diffusive modes. In experiments [40, 41, 42] this may have been tested.
Since intensity diffusion is solely based on energy conservation, a rigorous and consistent framework
is needed to describe the interplay between coherent amplification/absorption and localization. Es-
pecially since coherent amplification is expected to enhance transmission whereas localization tends
to stop light transport altogether. This interesting subject [43] is also discussed in the context of
random lasing [28, 44], where it has been shown by measuring the photon statistics [45] that the
laser emission is due to coherent feedback and occurs from spatially confined spots in the sample.
A theoretical attempt [46] to independently explain such phenomena has been proposed based on
scatterers statistically forming ring resonators within the sample, which may provide a feedback
mechanism.

3.2 Light Matter Interaction

In general, the propagation of electromagnetic waves in dielectric media may be described with the
help of Maxwell’s equations, which read again (in Gaussian units)

∇ · D = 4πρ ∇× E + 1
c

∂B
∂t = 0

∇ · B = 0 ∇× H = 4π
c j + 1

c
∂D
∂t

(3.1)

with the electric displacement D and magnetic induction B given by

D = E − 4πP H = B − 4πM (3.2)

where P is the medium’s polarization and M its magnetization. Combining Maxwell’s equations,
Eq. (3.1), one obtains the wave equation as discussed in the previous chapter

∇2E(~r, t) − 1

c2

∂2

∂t2
D(~r, t) =

4π

c

∂

∂t
j(~r, t) (3.3)

describing the propagating electric field in the presence of dielectrics, where the absence of free
charges and currents has been assumed as well as a non-magnetic medium. In the following we
discuss how wave equation we derived here, Eq. (3.3), is modified by stimulated light emission due
to the presence of a laser active medium.
Within a semi-classical approach a lasing system may be described by the so-called Maxwell-Bloch
equations (MBE), treating population inversion, polarization and light propagation as a coupled set
of equations. In absence of quantum noise, the MBE for 4-level atoms within rotating-wave and the
slowly varying envelope approximations can be written as [47]

∂W

∂t
(~r, t) = γ‖ [Γp − W (~r, t)] (3.4)

+
i

4~

[
P ∗(~r, t)E(~r, t) − P (~r, t)E∗(~r, t)

]

∂P

∂t
(~r, t) = −γ⊥P (~r, t) + W (~r, t) · iµ2

~
E(~r, t) (3.5)

∂2P

∂t2
(~r, t)e−iωt =

1

4π

[
c2∇2 − ǫ

∂2

∂t2
− η

∂

∂t

]
E(~r, t)e−iωt (3.6)

where the dynamical variables are the macroscopic electric field E(~r, t), the population inversion
density W (~r, t) and the polarization P (~r, t). In Eq. (3.4), the population inversion is achieved by
external pumping Γp and it is decaying (spontaneously) at the rate γ‖. The polarization in Eq. (3.5)
is generated by the atomic transition dipole moment µ. It decays at a (collisional dephasing) rate
γ⊥ and drives the macroscopic electric field E(~r, t) in Eq. (3.6), which may experience dissipation
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by intrinsic absorption or loss out of the feedback mechanism. Both effects are combined here in
the dissipation term η.
Concerning the laser dynamics, we observe that Eq. (3.5) describes a crucial part of the polarization
dynamics on which we want to concentrate now. In general, there are no specific restrictions to, e.g.
the various decay rates of a lasing system. Such unrestricted lasers are typically classified as class C-
type laser [48]. However, existing lasers often display certain restrictions on the involved time scales,
which may be used to further classify or categorize a given laser. One particular interesting case is
when γ⊥ is the dominating time scale, a so-called class B laser [48]. In this case the polarization
of the medium relaxes and reaches saturation so quickly that the polarization may be assumed
to exhibit no dynamics of its own but simply following E and W in an adiabatic fashion. This
approximation implies

|γ⊥P (~r, t)| ≫
∣∣∣∣
∂P (~r, t)

∂t

∣∣∣∣ (3.7)

so that the above equation, Eq. (3.5), now reads

0 = −γ⊥P (~r, t) + iκW (~r, t) · E(~r, t), (3.8)

where we introduced κ = µ2

~
, so that the polarization is eventually found to be

P (~r, t) =
iκ

γ⊥
W (~r, t) · E(~r, t). (3.9)

The above equation, Eq. (3.9), may now be used together with Eq. (3.2) to derive an expression
for the electric displacement D

D(~r, t) =

(
1 − i

4πκ

γ⊥
W (~r, t)

)
E(~r, t)

def.
= ǫ(~r)E(~r, t) (3.10)

which serves also as a definition for the dielectric function ǫ. It is therefore given by the important
relation

ǫ(~r) = 1 − i
4πκ

γ⊥
W (~r, t). (3.11)

Bearing in mind that the population inversion density may be expanded in the electric field strength
according to

W (E(~r, t)) = W0 − W1 |E(~r, t)|2 + . . . (3.12)

the dielectric function decomposes into

ǫ(~r) = 1 − i
4πκ

γ⊥
W0 + i

4πκ

γ⊥
W1 |E(~r, t)|2

= ǫL + ǫNL [E(~r, t)] ≡ ǫ [E(~r, t)] (3.13)

where the now complex-valued function ǫL describes the linear optics regime in the presence of gain,
whereas ǫNL [E(~r, t)] incorporates non-linear optical effects, which are to lowest order quadratic in
the electric field. With this decomposition of the dielectric function, we find

∂2

∂t2
D(~r, t) =

∂2

∂t2
(ǫ [E(~r, t)] E(~r, t))

= ǫL
∂2

∂t2
E(~r, t) +

∂2

∂t2
(ǫNL [E(~r, t)] E(~r, t)) , (3.14)

which implies the following scenario: While the light intensity, i.e. also the macroscopic electric
field E(~r, t), is exponentially built up within the class B lasing system due to the external pumping
Γp, there is a regime in which the light intensity is still small enough to prevent the system from
non-linear contributions to the dielectric function, meaning that up to this point of validity of linear
optics the system is correctly and rigorously described by a dielectric function which may as well be
parameterized as

ǫ = Re ǫ − iIm ǫ (3.15)
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Figure 3.1: Model of randomly distributed scatterers in homogeneous background.

where Im ǫ is uniquely determined by the population inversion as discussed in Eq. (3.13). In this way
the parameterization, Eq. (3.15), is restricted by the onset on non-linear behavior in the response,
as expected. Within this range of validity, the change to the wave equation for the electric field,
Eq. (3.3), consists in replacing the dielectric displacement D by D = ǫE according to Eq. (3.14)
and Eq. (3.15), eventually yielding

∇2E(~r, t) − ǫ(~r)

c2

∂2

∂t2
E(~r, t) =

4π

c

∂

∂t
j(~r, t). (3.16)

In the following we want to restrict ourselves to this regime of a class B laser system. An analogous
reasoning applies also for (linear) absorption, resulting in the opposite sign of the imaginary part of
Eq. (3.15). Therefore we discuss in the remainder of this article the propagation of light described
by Eq. (3.16) including both absorption/emission depending on the sign of the imaginary part of
the dielectric function.

3.3 Setup and Model

Systems of significant experimental relevance [22, 23, 27, 28, 29, 30, 31] consist of (almost) spherical
scatterers embedded into a background medium forming some emulsion. For a theoretical description
we therefore consider identical spherical scatterers located at random positions (see Fig. 3.1).
The scatterers as well as the background medium are respectively assumed to be homogeneous
themselves and hence will be described by dielectric constants ǫs and ǫb, respectively. Within the
above discussed range of validity for photon emission (of course also for photon absorption) the
dielectric function may be assumed to have a finite positive or negative imaginary part, so that we
have in general Im ǫs 6= 0 6= Im ǫb, as outlined in the previous section. Throughout this thesis we
neglect polarization effects of light and therefore consider the scalar wave equation which here has
been Fourier transformed from time t to light frequency ω and reads for the scalar field Ψω(~r ), as
it is obvious from Eq. (3.16),

ω2

c2
ǫ(~r )Ψω(~r ) + ∇2Ψω(~r ) = −iω

4π

c2
jω(~r ) , (3.17)

where c denotes again the vacuum speed of light and jω(~r ) an external source. The dielectric
constant ǫ(~r ) = ǫb + ∆ǫ V (~r ), where the dielectric contrast has been defined as ∆ǫ = ǫs − ǫb,
describes the arrangement of scatterers through the function V (~r ) =

∑
~R S~R (~r), with S~R (~r ) a
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localized shape function at random locations ~R. The intensity is then related to the field-field-
correlation function, often referred to as the four-point-correlation, 〈Ψ(~r, t )Ψ∗(~r ′, t ′ )〉. To calculate
the field-field-correlation the Green’s function formalism is best suited, the (single-particle) Green’s
function is related to the (scalar) electrical field by

Ψ(~r, t ) =

d3r ′


dt ′ G(~r , ~r ′ ; t , t′ )j(~r ′ , t′ ) . (3.18)

The Fourier transform of the retarded, disorder averaged single-particle Green’s function of Eq.
(3.17) reads,

Gω
~q =

1

ǫb(ω/c)2 − |~q|2 − Σω
~q

, (3.19)

where the retarded self-energy Σω
~q arises from scattering off the random “potential” −(ω/c)2(ǫs −

ǫb)V (~r ), which is obviously frequency dependent. Using Green’s functions, the mode density N(ω)
may be expressed as N(ω) = −(ω/π) Im Gω

0 , with the abbreviation used throughout this publication
Gω

0 ≡
∫

d3q/(2π)3 Gω
~q .

In order to study the transport of the above introduced field-field-correlation we consider the 4-point
correlation function, defined in terms of the non-averaged Green’s functions Ĝ, Ĝ∗ in momentum
and frequency space as Φω

~q~q′ ( ~Q,Ω) = 〈Ĝω+

~q+~q ′
+
Ĝ

ω− ∗
~q ′
−~q−

〉. Here we have introduced the usual [61] center-

of-mass (~q, ω) and relative ( ~Q, Ω) frequencies and momenta: The variables Ω, ~Q are associated

with the time and position dependence of the averaged energy density, with Q̂ = ~Q/| ~Q|, while

ω± = ω ±Ω/2 and ~q± = ~q ± ~Q/2 etc. are the frequencies and momenta of in- and out-going waves,
respectively.

3.4 Light Propagation in Ladder Approximation

Here we review the so-called ladder-approximation for both the photonic particle-hole vertex, as
depicted in Fig. 3.2, and the 4-point correlation function, as needed in section 3.5.2.
To describe diffusive processes, explicit results for the two-particle Green’s function and the respec-
tive vertex also require the expansion of the single-particle Green’s function for small arguments,
being either or both | ~Q| and Ω. This limit represents the long time and long distance regime, where
diffusive behavior shows up. The explicit dependence of the retarded and advanced Green’s function
on the relevant, diffusive, variables ~Q and Ω is given by

GR
p+

(ω+) =
1

ǫR
b (ω + Ω

2 )2 − (~p +
~Q
2 )2 − ΣR

(3.20)

GA
p−

(ω−) =
1

ǫA
b (ω − Ω

2 )2 − (~p − ~Q
2 )2 − ΣA

, (3.21)

which is to be distinguished from the electronic Green’s function by its frequency dependence in ω
and through ΣR/A. This difference traces back to corresponding governing equation, being either the
electronic Schrödinger equation or the bosonic Klein-Gordon equation. Employing now the identity

GR
p+

(ω+)GA
p−

(ω−) =
GA

p−
(ω−) − GR

p+
(ω+)

[GR
p+

(ω+)]−1 − [GA
p−

(ω−)]−1
, (3.22)

the product of the retarded and advanced single-particle Green’s function GR
p+

(ω+)GA
p−

(ω−) may
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therefore be expanded for small ~Q and Ω to yield

GR
p+

(ω+)GA
p−

(ω−)
(~Q,Ω)

−→↓
(0,0)

Im G~p

ImΣ − ω2Im ǫb
(3.23)

+ Ω Re (ǫb)
i ω Im G~p

(Im Σ − ω2Im ǫb)2

− Q
[
~p · Q̂

] i Im G~p

(Im Σ − ω2Im ǫb)2

− Q2 2
(
~p · Q̂

)2 Im G2
~p

(Im Σ − ω2Im ǫb)
.

When the momentum dependence of the Green’s function is integrated out, the third term of the
right hand side of the above equation, Eq. (3.23), will not survive due to its odd symmetry, eventually
yielding




d3p

(2π)3
GR

p+
(ω+)GA

p−
(ω−) =

Im G0

Im Σ − ω2Im ǫb
(3.24)

+ ΩRe (ǫb)
i ω Im G0

(Im Σ − ω2Im ǫb)2

− Q2
2


 d3p

(2π)3 (~p · Q̂)2Im G2
~p

(Im Σ − ω2Im ǫb)2
,

where G0 is defined to be G0 ≡

 d3p

(2π)3G~p.

After having discussed the basic expansions, let us now turn to the discussion of the two-particle
vertex in the ladder approximation as illustrated in Fig. 3.2. The shown exponential series can be
summed up to yield the expression

ΓL(Ω, ~Q) =
γ0

1 − γ0


 d3q

(2π)3G
R
p+

(ω+)GA
p−

(ω−)
, (3.25)

where γ0 is the bare irreducible interaction vertex. Expanding the product of the two single-particle
Green’s functions in the denominator of Eq. (3.25) up to the first non-vanishing order in momentum
~Q and frequency Ω according to Eq. (3.23), the following expression is obtained

ΓL(Ω, ~Q) =
(vEcph

ω

) γ0(∆Σ − ω2∆ǫ)/ω

Ω + iQ2D0 + iD0x
−2
a

, (3.26)

where the coefficient D0 of the squared momentum, the so-called bare diffusion constant, describes
the diffusive relaxation of a given exited mode and reads

D0 =
2vEcp

πN(ω)




d3q

(2π)3
[~q · Q̂]2(ImGω

~q )2. (3.27)

The expression for the vertex ΓL(Ω, ~Q) in Eq. (3.26) clearly shows the diffusion pole structure
except for the last term in the denominator. This term, D0x

−2
a , represents the so-called mass-term,

accounting for, non-diffusive, losses out of a given diffusive Q-mode. Such losses are due to the
dissipative (absorbing) properties of the medium itself, in which the diffusion takes place. This
mass-term is explicitely given by

x−2
a =

rǫAǫ − 2ω2 Im ǫb

2Re ǫb − AǫBǫ/ω

1

ωD0
. (3.28)

The prefactor of the actual diffusion pole in Eq. (3.26) contains the phase velocity cp of the disordered
medium

cp = Re
c√

ǫb − Σω
0

c2

ω2

(3.29)
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as well as the energy transport velocity vE given as

vE =
c2

cpRe ǫb

1

1 + ∆(ω)
(3.30)

and describing the speed at which the energy contained in the wave field is expected to pass through
the medium. The correction or renormalization ∆(ω) reads

∆(ω) = BǫAǫ + irǫ∂ΩAǫ(Ω) (3.31)

with the following abbreviations introduced

uǫ =
Im(∆ǫΣω)

Im(∆ǫGω
0 )

, rǫ = Im∆ǫ/Re∆ǫ, (3.32)

Aǫ = 2[uǫReGo + ReΣo] Bǫ =
(Re∆ǫ)2 + (Im∆ǫ)2

2ω2(Re∆ǫ)2
.

Furthermore, for later use and to keep shorthand definitions in one place, we state here the abbre-
viations

Ã =
cpvE

ω

[
1 − ω2Imǫb

uǫImG0
+

rǫAǫ

uǫImG0

]
(3.33)

Λ(ω) = iω2Imǫb − irǫAǫ

g(0)
ω =

2ω

c2
Imǫb g(1)

ω =
4ω

c2
Reǫb.

In the remaining part of this section we need to discuss the evaluation of the energy density cor-
relation Pω

E ( ~Q,Ω), the current-density-correlation Jω
E ( ~Q,Ω), and the two-particle Green’s function,

respectively, within the ladder approximation.
Turning first to the energy density correlation Pω

E ( ~Q,Ω) as defined in Eq. (3.45). Within the ladder
approximation according to the illustration in Fig. 3.2, it is given by

Pω L
E ( ~Q,Ω) =

(
ω

cp

)2 


d3q

(2π)3

[
G~q+

( ~Q,Ω)G∗
~q−

( ~Q,Ω)
]2

ΓL

=

(
ω

cp

)2
1

γ̃2
0

ΓL, (3.34)

where the superscript L indicates that the correlation function is meant to be approximated by
the ladder diagrams only. In the last step of Eq. (3.34) we have used the expansion of the single-

particle Green’s function for small momenta ~Q as given by Eq. (3.23) and computed Pω L
E ( ~Q,Ω) up

to the same order of the expansion as we did for ΓL. Furthermore, in Eq. (3.34) we introduced the
renormalized vertex γ̃0 given by

γ̃0 = γ0 + fω(Ω)
(Re γ0G0 + Re Σ)

ImG0
− ω2Im ǫb

ImG0
(3.35)

where γ0 is the bare vertex, whereas fω(Ω) arises from the Ward identity and will be defined in Eq.
(3.43).

The current-density-correlation Jω
E ( ~Q,Ω), which will be defined in Eq. (3.46), yields, when evaluated

within the ladder approximation,

Jω L
E (~Q,Ω) =

(
ωvE

cp

)


d3q

(2π)3
(~q · Q̂)G~q+

G∗
~q−




d3q ′

(2π)3
G~q ′

+
G∗

~q ′
−
ΓL . (3.36)

Following the above strategy and expanding the product G~q ′
+
G∗

~q ′
−

under the second integral up to

first order in ~q ′ as shown in Eq. (3.23) one obtains the expression

Jω L
E (~Q,Ω) =

(
ωvE

cp

)
1

γ̃0
ΓL




d3q

(2π)3
(~q · Q̂)G~q+

G∗
~q−

. (3.37)
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Employing now the same expansion to the remaining product of the Green’s function one eventually
finds

Jω L
E (~Q,Ω) =

(
ωvE

cp

)
ΓL

γ̃0




d3q

(2π)3
(~q · Q̂)

1

2

∆G2
~q(~q · Q̂)Q

γ̃0∆G0
, (3.38)

where the abbreviation ∆G ≡ G−G∗ has been introduced and will be used throughout this chapter.
Turning now towards the 4-point correlation function, according to Fig. 3.2 in ladder approximation
it is given as

ΦL
~q =




d3q ′

(2π)3
ΦL

~q~q ′ =
[
G~q+

G∗
~q−

]
ΓL

[


d3q ′

(2π)3
G~q ′

+
G∗

~q ′
−

]
(3.39)

Employing again the momentum expansion of the single-particle Green’s function the above equa-
tion, Eq. (3.39) may be simplified to yield the final expression

ΦL
~q =

∆G~q

γ̃2
0∆G0

ΓL +
1

2

∆G2
~q(~q · Q̂)Q

γ̃2
0∆G0

ΓL. (3.40)

3.5 Theory of Transport and Localization

The intensity correlation, or disorder averaged particle-hole Green’s function, Φω
~q~q′( ~Q,Ω) obeys the

so-called Bethe-Salpeter equation

Φω
~q~q′ = GR

q+
(ω+)GA

q−(ω−)

[
1 +




d3q ′′

(2π)3
γq q ′′ Φω

~q ′′ ~q ′

]
, (3.41)

where we have suppressed the dependence on the variables ( ~Q,Ω) in order to maintain a clearer

notation, so Φω
~q~q′ reads Φω

~q~q′ ( ~Q,Ω) etc. By utilizing the known averaged single particle Green’s
function, c.f. Eq. (3.19), on the left-hand side of Eq. (3.41) the Bethe-Salpeter equation may be
rewritten as kinetic equation,

[
ωΩ

Reǫb

c2
− Q (~q · Q̂) +

i

c2τ2

]
Φω

~q~q′ =

−iImGω
~q

[
1 +




d3q′′

(2π)3
γω

~q~q′′Φω
~q′′~q′

]
. (3.42)

In order to analyze the correlation function’s long-time (Ω → 0) and long-distance (| ~Q| → 0)
behavior, terms of order O(Ω2, Q3,ΩQ) have been neglected here and throughout this chapter. Eq.
(3.42) contains both, the total quadratic momentum relaxation rate 1/τ2 = c2 Im(ǫbω

2/c2 − Σω)
(due to absorption in the background medium as well as impurity scattering) and the irreducible

two-particle vertex function γω
~q~q ′( ~Q,Ω). To solve this equation, the technique of expansion into

moments is used. The technical details of this expansion are discussed in the following subsection
3.5.1
Furthermore it is to be noted that the energy conservation is implemented into the solution of the
Bethe-Salpeter equation in a field theoretical sense by a Ward identity (WI) which has been derived
for the photonic case in Ref. [61], and which for scalar waves takes the exact form

Σ
ω+

~q+
− Σ

ω− ∗
~q−

−



d3q′

(2π)3

[
G

ω+

~q ′
+
− G

ω− ∗
~q ′
−

]
γω

~q ′~q(
~Q,Ω) (3.43)

= fω(Ω)

[
ReΣω

~q +




d3q′

(2π)3
ReGω

~q ′ γω
~q ′~q(

~Q,Ω)

]
.

The right-hand side of Eq. (3.43) represents reactive effects (real parts), originating from the explicit
ω2-dependence of the photonic random “potential”. In conserving media (Imǫb = Imǫs = 0) these
terms renormalize the energy transport velocity vE relative to the average phase velocity cp without
destroying the diffusive long-time behavior[35, 61]. In presence of loss or gain, however, these effects
are enhanced via the prefactor fω(Ω) = (ωΩRe∆ǫ + iω2Im∆ǫ)/(ω2Re∆ǫ + iωΩIm∆ǫ), which now
does not vanish in the limit Ω → 0.
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Figure 3.2: Ladder approximation of the total particle-hole vertex. The diagrams on the left-hand
side form a geometrical series and may therefore easily be summed up analytically.

3.5.1 Expansion of Two-particle Green’s Function into Moments

In order to extract a diffusion pole structure out of the Bethe-Salpeter equation, Eq. (3.41), the
correlator or equivalently the ~q ′ integrated correlator

Φω
~q =




d3q ′

(2π)3
Φω

~q ~q ′ (3.44)

has to be decoupled from the momentum dependent pre factors with the help of some approximation
scheme. In this subsection we discuss this procedure in analogy to the argumentation for electronic
correlations presented in reference [36].
Such an approximation must obey the results of the so-called ladder approximation (describing
simple diffusion) as well as it must incorporate the set of physical relevant variables involved in
observed phenomena.
In a first step let us define the energy density correlation Pω

E ( ~Q,Ω) and the current-density-correlation

Jω
E ( ~Q,Ω), which involve the first and second moment of the correlation function Φω

~q from Eq. (3.44),
respectively,

Pω
E ( ~Q,Ω) =

(
ω

cp

)2 


d3q

(2π)3




d3q ′

(2π)3
Φω

~q ~q ′ (3.45)

Jω
E (~Q,Ω) =

(
ωvE

cp

) 


d3q

(2π)3




d3q ′

(2π)3
(~q · Q̂)Φω

~q ~q ′ . (3.46)

The projection of the correlator Φω
~q , Eq. (3.44), onto the moments Pω

E ( ~Q,Ω) as defined in Eq.

(3.45), and Jω
E ( ~Q,Ω), shown in Eq. (3.46), is therefore given by




d3q ′

(2π)3
Φω

~q~q ′ =
A(~q )

c1


 d3q′

(2π)3A(~q ′)
Pω

E ( ~Q,Ω) (3.47)

+
B(~q )(~q · Q̂)

c2


 d3p′

(2π)3 B(~q ′)(~q ′ · Q̂)2
Jω

E ( ~Q,Ω),

where the projection coefficients A(~q ) and B(~q ) are to be determined in the following together
with the normalization constants c1 and c2. Since those expansion coefficients A(~q ) and B(~q ) in
Eq. (3.47) should behave uncritically under localization, they may be determined using the simple
ladder approximation, where all expressions are known exactly.
We reviewed the so-called ladder-approximation for both the photonic particle-hole vertex, as de-
picted in Fig. 3.2, and the 4-point correlation function of section 3.4, since there are severe differences
with respect to the electronic system.

3.5.2 Computing the coefficients of the expansion into moments

After evaluating the relevant quantities within the ladder approximation in section 3.4, we are now in
a position to calculate the coefficients of the proposed expansion of the two-particle Green’s function
in Eq. (3.47). As already pointed out above, the desired expansion has to be valid independently of
a particularly chosen approximation, as the ladder approximation is. Therefore we take advantage
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of the ladder approximation where all quantities are known exactly and use this to compute the still
unknown coefficients A(~q ) and B(~q ). In particular combining the expressions for energy density

correlation Pω
E ( ~Q,Ω) in Eq. (3.34) and the current-density-correlation Jω

E ( ~Q,Ω) in Eq. (3.38) with
the proposed expansion of the two-particle Green’s function in Eq. (3.40) we obtain the relation,
valid within the ladder approximation




d3q ′

(2π)3
Φ~q~q ′ =

A(~q )

c1


 d3q′

(2π)3A(~q ′)

(
ω

cp

)2
1

γ̃2
0

ΓL (3.48)

+
B(~q )(~q · Q̂)

c2


d3q′

(2π)3B(~q ′)(~q ′ · Q̂)2

(
ωvE

cp

)
ΓL

γ̃0




d3q

(2π)3
(~q · Q̂)

1

2

∆G2
~q(~q · Q̂)Q

γ̃0∆G0
.

On the other hand, the ~q ′ integrated two-particle Green’s function is also known exactly within the
ladder approximation and given by Eq. (3.40), so that we can continue from above




d3q ′

(2π)3
Φ~q~q ′ =

∆G~q

γ̃2
0∆G0

ΓL +
1

2

∆G2
~q(~q · Q̂)Q

γ̃2
0∆G0

ΓL. (3.49)

All what is left to do, is to compare coefficients of the right hand side of Eq. (3.48) with the ones
occurring in Eq. (3.49) to find for the expansion coefficients

A(~q ) = ∆G~q B(~q ) = ∆G2
~q (3.50)

and for the normalization constants also introduced in Eq. (3.47) we find

c1 =

(
ω

cp

)2

c2 =

(
ωvE

cp

)
. (3.51)

Employing those expressions for the expansion coefficients, one may eventually express the two-
particle correlator Φ~q~q ′ in the following way




d3q′

(2π)3
Φ~q~q ′ =

∆G~q(
ω
cp

)2d3q ′

(2π)3∆G~q ′

Pω
E ( ~Q,Ω) (3.52)

+
∆G2

~q(~q · Q̂)
(

ωvE

cp

)
d3q ′

(2π)3∆G2
~q ′(~q ′ · Q̂)2

Jω
E ( ~Q,Ω).

The above expression, Eq. (3.52), represents the complete expansion of the intensity correlator into
its moments. This will be used in the next subsection to decouple the Bethe-Salpeter equation in
momentum space and therefore to provide a solution of this equation for the photonic correlator.

3.5.3 General Solution of the Bethe-Salpeter Equation

The disorder averaged intensity correlation, the two-particle Green’s function, obeys the Bethe-
Salpeter equation, see Eq. (3.41)

Φ~q ~q ′ = Gω+
q+

G∗ω−
q−

[
1 +




d3q ′′

(2π)3
γq q ′′ Φ~q ′′ ~q ′

]
. (3.53)

As already discussed, the Bethe-Salpeter equation may be rewritten into the kinetic or Boltzmann
equation given in Eq. (3.42)

[
ωΩ2Re ǫ − Q

(
~q · Q̂

)
+ ∆Σ − ω2∆ǫ

]
Φ~q

= ∆G~q +




d3q ′

(2π)3
∆G~qγ~q~q ′ Φ~q ′ . (3.54)
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To find the solution of Eq. (3.54), in a first step one sums the equation over momenta ~q, incorporates
the generalized Ward identity as given in Eq. (3.43) and subsequently expands the obtained result
for small internal momenta Q and internal frequencies Ω. Furthermore, it is essential to also employ
the decoupling shown in Eq. (3.52). Eventually, after some straight forward algebraic manipulations,
the generalized continuity equation for the energy density is found to be

ΩPω
E + QJω

E =
4πi ω N(ω)

g
(1)
ω [1 + ∆(ω)] c2

p

+
i[g

(0)
ω + Λ(ω)]

g
(1)
ω [1 + ∆(ω)]

Pω
E (3.55)

which represents energy conservation in the presence of optical absorption.
Within the standard solution procedure, above outlined, the next step is to obtain a linearly inde-
pendent equation which also relates the energy density Pω

E and the current density Jω
E . This is being

done in a similar way as the one leading to Eq. (3.55): foregoing one first multiplies the kinetic
equation, Eq.(3.54), by the projector [~q · Q̂] and then follows the above outlined recipe to eventually
obtain the wanted second relation, this is the so-called current relaxation equation

[
ωΩ

Reǫb

c2
+

i

c2τ2
+ iM(Ω)

]
Jω

E + ÃQPω
E = 0 , (3.56)

relating energy density Pω
E and energy density current Jω

E as required and furthermore introduces
the so-called memory function M(Ω) according to

M(Ω) =
i

 d3q

(2π)3


d3q ′

(2π)3 [~q ·Q̂]∆Gω
~q γω

~q~q ′(∆Gω
~q ′)2[~q ′ ·Q̂]


 d3q

(2π)3 [~q ·Q̂]2(∆Gω
~q )2

. (3.57)

where γω
~p~p′ ≡ γω

~p~p′( ~Q,Ω) is the total irreducible two-particle vertex, which will be discussed in more
detail in the following subsection. The memory kernel M(Ω) represents the system’s response to
the diffusing light intensity in the presence of absorption/gain.
So far, two independent equations, Eq. (3.55) and Eq. (3.56), have been obtained, both of them
relating the current density Jω

E and density Pω
E . Therefore one may now eliminate one of the two

variables in this linear system of equations. One chooses to combine the two equations to find an
expression for the energy density

Pω
E (Q,Ω) =

4πiN(ω)/(g
(1)
ω [1 + ∆(ω)] c2

p)

Ω + iQ2D + iξ−2
a D

, (3.58)

exhibiting the expected diffusion pole structure for non-conserving media, i.e. in the denominator
of Eq. (3.58) there appears an additional term as compared to the case of conserving media. This
is the term ξ−2

a D, sometimes referred to as the mass term, accounting for loss (or gain) to the
intensity not being due to diffusive relaxation. In Eq. (3.58) also the generalized, Ω-dependent
diffusion coefficient D(Ω) has been introduced via the relation

D(Ω)
[
1 − iΩωτ2Reǫb

]
= Dtot

0 − c2τ2D(Ω)M(ω). (3.59)

Furthermore, Eq. (3.58) also introduces the absorption induced absorption length scale ξa of the
diffusive modes,

ξ−2
a =

rǫAǫ − 2ω2Imǫb

2Reǫb − AǫBǫ/ω

1

ωD(Ω)
, (3.60)

which is to be distinguished from the single-particle or light wave amplitude absorption or amplifi-
cation length. The diffusion constant without the discussed memory effects (see later in Eq. (3.59)),
Dtot

0 = D0 + Db + Ds, consists of the bare diffusion constant

D0 =
2vEcp

πN(ω)




d3q

(2π)3
[~q · Q̂]2(Im Gω

~q )2. (3.61)
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Figure 3.3: The upper panel shows a diagrammatic expansion of the irreducible two-particle vertex γ.
The lower panel displays the disentangled Cooperon with changed momentum arguments as discussed
in the text below.

and renormalizations from absorption in the background medium (Db) and in the scatterers (Ds),

Db = (ωτ)
2

Imǫb D̃0/4 , Ds = rǫAǫτ
2D̃0/8 , (3.62)

where D̃0 is the same as in Eq. (3.61), with (ImGω
~q )2 replaced by Re(Gω 2

~q ) and consequently given
by

D̃0 =
2vEcp

πN(ω)




d3q

(2π)3
[~q · Q̂]2(Re Gω

~q )2. (3.63)

3.5.4 Vertex Function and Self-consistency

From equations Eq. (3.57) and Eq. (3.59) it is clear that the energy density or two-particle function
given in Eq. (3.58) still depends on the full two-particle vertex γω

~q ′~q.
One may carefully analyze the vertex γω

~q ′~q for the self-consistent calculation of M(Ω) [39, 50],
exploiting time reversal symmetry of propagation in the active/absorbing random medium. In
the long-time limit (Ω → 0) the dominant contributions to γω

~q ′~q are the same maximally crossed
diagrams (Cooperons) as for conserving media, which may also be disentangled. In Fig. (3.3)
the disentangling of the Cooperon into the regular diffusion ladder is demonstrated. The internal
momentum argument of the disentangled irreducible vertex function in the second line of Fig. (3.3)

is replaced by the new momentum ~Q = ~k + ~k′ . By the described procedure γω
~q ′~q now acquires the

absorption induced decay rate ξ−2
a D. Finally the memory kernel M(Ω) reads

M(Ω) = − (2vEcp)
2 uǫ

[
2πωuǫN(ω) + rǫAǫ − 2ω2Imǫb

]

πωN(ω)D0D(Ω)
(3.64)

×



d3q

(2π)3




d3q′

(2π)3
[~q · Q̂]|ImGq| (ImGq′)

2
[~q ′ · Q̂]

−iΩ
D(Ω) + (~q + ~q ′)

2
+ ξ−2

a

.

Eqs. (3.59)-(3.64) constitute the self-consistency equations for the diffusion coefficient D(Ω) and
the decay length ξa in presence of absorption. Once the dynamic diffusion constant D(Ω) has been
numerically evaluated, the full solution of the Bethe-Salpeter equation is established via Eqs. (3.64)
and (3.58).
Therefore the initial problem of light intensity transport in infinite disordered media with absorption
or gain including strong localization effects has to be regarded as solved.

3.6 Results and Discussion of the Transport Theory in infi-

nite 3-D Media with absorption and gain

In this chapter we have performed a semi-analytical theory for scalar waves propagating in three
dimensional, random, dissipating, i.e. absorbing/emitting media. In Eqs. (3.11)-(3.16) we have
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Figure 3.4: Normalized diffusion constant D(0) for ǫb = 1 and scatterer volume fraction ν = 50%.
The frequency unit in all figures is ω0 = 2πc/r0 with r0 the scatterer radius. The localization
transition is reached for ǫs & 24. Inset: phase diagram in the (ν, ω) plane within the first Mie
resonance for ǫb = 1 and various ǫs. The shaded areas represent the localized phases.

shown how stimulated emission (absorption) enters the transport within a semiclassical theory for
infinite random media. As a consequence, finite emission or absorption rates induce additional
renormalization terms to the dynamic diffusion constant as given in Eq. (5.92). Furthermore, we
presented a detailed analysis of the solution of the Bethe-Salpeter equation, Eq. (3.41) for photonic
correlations in the hydrodynamic, i.e. diffusive, limit. In this section we want to discuss in detail
the influence of localization effects on intensity transport, included via a diagrammatic approach by
generalizing the theory of Vollhardt and Wölfe. We put the focus on the calculated self-consistent
equation for the dynamic diffusion constant D(Ω) in Eq. (3.59).

3.6.1 Discussion Transport Theory

Let us first discuss the kernel M(Ω). It describes the enhanced backscattering. For a conserving
medium (Imǫb = Imǫs = 0), where ξ−2

a = 0, it drives the Anderson Localization (AL) transition
due to its negative, infrared divergent contribution [39, 35]. For illustration we show in Fig. 3.4
the AL phase diagram and D(Ω = 0) for ǫb = 1 and various real values of ǫs, displaying strong
suppression near the Mie resonances, albeit for rather high dielectric contrast ∆ǫ. Introducing now
absorption or gain, the quadratic inverse correlation length ξ−2

a becomes non-zero and can assume
both positive and negative values. True AL due to repeated enhanced backscattering is no longer
possible in this case, because, through self-consistency, a vanishing D(0) would drive ξ−2

a → ∞ and
D(0)M(0) → 0. Inspection of M(Ω) shows analytically that to leading order in ξ−2

a the real part
of the integral in Eq. (3.64) is symmetrical with respect to ξ−2

a ↔ −ξ−2
a , i.e. AL is suppressed by

absorption or gain in a symmetrical way. This is in agreement with the surprising absorption/gain
duality of Ref. [43], which is valid for small gain and short times.
However, we do find important deviations from this result for systems where there is no symmetry
between background and scattering medium (like in our three dimensional case): (1) As seen from
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Figure 3.5: (a) Diffusion constant D(0) for ν = 50%. The scatterers exhibit different amounts of
absorption as indicated. (b) Absorption length ξa in units of the scatterer radius for the systems in
(a).

Eq. (3.60), ξ−2
a itself is not symmetric in the sign of Imǫb or Imǫs and can be positive even for purely

emissive media, Imǫb < 0, Imǫs < 0. (2) The full diffusion coefficient has additional contributions Db,
Ds from loss/gain in the background and in the scatterers, Eqs. (5.92). While Db is always positive
for absorption and negative for gain as expected, Ds has a complicated dependence on the signs of
Imǫb, Imǫs and depends sensitively on whether absorption and/or gain occurs in the background
medium or in the scatterers. This is because, in contrast to Db, the impurity scattering contribution
Ds results from an intricate interplay between elastic momentum relaxation and absorption/gain
processes. We emphasize that the existence and the form of Db, Ds, and ξ−2

a are a direct consequence
of the non-conserving terms in the WI Eq. (3.43), and, thus, are exact.
The complete scenario of localization effects is now as follows. Even though in the presence of
absorption or gain there are no true Anderson localized modes because of the finite ξ−2

a , the con-
tributions Db and Ds can strongly suppress the total diffusion coefficient D(0). This is shown in
Fig. 3.5 for a system of absorbing scatterers embedded in air. Even moderate absorption drastically
decreases the diffusion constant D(0) close to the low-order Mie resonances. At the same frequencies
the correlation length ξa is suppressed even more dramatically. For the case of a purely absorbing
system, ξa may be identified with the effective absorption length for diffusive modes. For the case of
emission, e.g. in the background, two scenarios are possible. (i) ξ−2

a > 0; this may occur due to the
subtle interplay with momentum relaxation processes and absorption in the scatterers. Both D(0)
and the intensity correlation length ξa are real and finite, but suppressed near the Mie resonances,
as shown in Fig. 3.6. It is also seen that, e.g., absorption in the scatterers can be partially compen-
sated by emission in the background. (ii) Re ξ−2

a < 0; this is realized for sufficiently strong gain.
It implies a pole on the real axis in the integration range of Eq. (3.64) and, hence, complex D(0)
and ξa. Fourier transforming Eq. (3.58), this means an exponential intensity growth for long times
with rate 1/τa = Re[(ξ−2

a +Q2)D(0)], in qualitative agreement with Ref. [26], thus reconciling these
long-time results with the weak gain or short-time results of Ref. [43]. This growth is modulated by
temporal and spatial oscillations with characteristic frequency ΩD = −Q2ImD(0) and wave number
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Figure 3.6: Diffusion constant D(0) for absorbing scatterers (ν = 50%) in a host medium with
optical gain, as indicated. Parameters are chosen such that ξ2

a > 0.

kD = Im(1/ξa), respectively. We interpret this oscillatory behavior as a memory effect, originating
from the competition between the enhanced backscattering of waves and their amplified propagation
in the surrounding medium. Self-induced oscillations have been found before in other driven systems
with competing dynamics.

3.6.2 Causality and Length Scales

The second issue we want to point out, is concerned with the pole structure of the energy density
correlator in Eq. (3.58). As can be seen from Eq. (3.60), the square of the correlation length may
become negative for amplifying media. This raises the question of causality of PE . Causality means
here that the pole (see Fig. ??) of PE in the complex frequency plane must reside in the lower half
of that plane. Since the value of ξa is determined once the system has been specified, causality sets
a constraint of the allowed Q- modes in that system.
Generally this is an amazing remark, as e.g. in a simpler system of a single microsphere with
gain, it has been shown experimentally [27], that the scattering coefficients calculated within linear
response lose their causality exactly at the point where the sphere crosses its lasing threshold. So
in turning this argument around, we can also conclude, that linear response theory predicts the
laser threshold of the sphere correctly. Technically this is seen in the behavior of the single particle
Green’s function. The single particle Green’s function looses it’s causality when the self energy Σ
(see Fig. ??) looses its causality. Although, again, linear response theory is of course not capable
of describing the lasing regime itself.
In particular there exists a minimum momentum Qmin, and only diffusive modes with Q ≥ Qmin

exist in the system. The corresponding length scale is then given by Rmax = 2π
√

ξ2Re(D)/D and
defines the maximum length over which diffusive modes can be correlated. This length may be
experimentally measured as the spot size of a lasing mode [53].
Although this transport theory with linear gain is not suited to describe lasing, it still provides
deeper insight in light propagation in gain media and even predicts a maximum correlation volume,
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Figure 3.7: Left panel: The behavior of the imaginary part of the self energy Σ of the single particle
Green’s function is displayed as a function of the light frequency for several increasing gain values.
In the frequency window around a Mie-resonance we see that for increasing gain the resonance of
ImΣ narrows and becomes deeper. Finally the width vanishes and then ImΣ changes the sign. This
means the causality threshold is reached.
Right panel: Causality requires that the diffusion pole remains in the lower half of the complex plane.
This demands a new maximum length scale Rmax.

i.e. a maximum spot size, for laser active media.
A numerical evaluation of the here derived correlation length Rmax is presented in Fig. 3.8 as a
function of Imǫs, which serves here as a measure of the external pumping strength. A comparison
of the calculated and measured spot size shows a good qualitative agreement.
With these promising results one is encouraged to take the next step, and consider a random
laser in the diffusive regime, characterized by a diffusion constant D0. For the moment Cooperon
contributions are neglected.

3.7 Conclusion

In conclusion, we have presented in this chapter a semi-analytical theory for the interplay of strong
localization effects and absorption or gain. True AL is not possible in the presence of either loss or
gain. However, strong renormalizations of the diffusion constant D arise from the violation of the
conservation laws. These renormalizations depend sensitively on whether absorption/gain occurs in
the scatterers or the background. Intimately connected with the suppression of D is the appearance
and reduction of a finite intensity correlation length ξa, even though there are no truly localized
modes. ξa includes effects of both, impurity scattering and loss/gain in the medium, and, thus, can
be shorter than the scattering mean free path l. For example, in a pure medium with loss/gain
ξa would characterize the absorption/gain length and would be finite, while l would obviously be
infinite. It should be emphasized that the present theory incorporates both, the physics of multiple
impurity scattering valid at length scales larger than l (Diffuson and Cooperon contributions) and
the physics of coherent amplification present at all length scales. Therefore, it is expected to give
an accurate estimate for ξa. We conjecture that in random lasers this finite length scale ξa might
define the coherence volume necessary for resonant feedback, that is observed experimentally [45]
and that appears to be smaller than l in those experiments. In order to substantiate this conjecture,
the present localization theory will be coupled self-consistently to the laser rate equations in the
following chapter, which yields results for the position dependent dielelectric function above the
lasing threshold (Imǫb,s 6= 0) and, hence, for the lasing mode volume. Oscillatory behavior in space
and time is also predicted for sufficiently strong gain, although it is presumably difficult to observe,



3.7. CONCLUSION 37

0 0.5 1 1.5
- Im   ε

s

100

200

300

R
m

ax
   

/  
 r 0

1 1.2 1.4 1.6 1.8 2
I
p
 / I

th

100

200

300

400

D
ec

ay
 L

en
gt

h 
(µm

)

Experimental Data

Figure 3.8: The correlation length Rmax is shown as predicted from the diffusion pole of the energy
density correlator as a function of increasing imaginary part of scatterers, which is proportional to
the external pumping. The following parameters have been used: ǫb = 1, Reǫs=10, the filling fraction
of the scatterers ν = 30%, the external light frequency ω/ω0 = 2.5, where ω0 = 2πc/r0 and c is the
vacuum speed of light. R is normalized to the scatter radius r0. The experimental data in the inset
are taken from ref. [53] and refer to the spot size of the modes. The calculated and measured spot
size show a good qualitative agreement.

as it occurs only during the exponential intensity growth between the laser threshold and saturation.
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Chapter 4

Phenomenological Model of a

Random Lasing Layer

In the preceeding chapter we developed the transport theory for random, laser-active systems,
including light diffusion and weak localization. In the current chapter we show the coupling of
a purely diffusive model to the semiclassical laser rate equations, and further that the surface of
the laser-active medium is crucial in order to stabilize a stationary lasing state. We solve the
laser transport theory for bulk material with appropriate surface boundary conditions to obtain the
spatial distributions of the light intensity and of the occupation inversion. The dependence of the
intensity correlation length on the pump rate agrees with experimental findings. This chapter marks
an intermediate step towards a microscopic random lasing theory.

4.1 Introduction

As we have already discussed in this thesis before, a random laser is a system formed by stochastically
distributed scatterers embedded in a host medium, if either scatterer or host medium or both provide
optical gain. Multiple scattering of light is the mechanism providing coherent laser feedback, which
has been demonstrated experimentally to be present in such systems beyond doubt [51, 52, 53, 54,
55, 56, 57]. The origin of those spatially confined photonic quasi-modes, required by the coherent
feedback, has remained controversial. To gain a better understanding of the interplay of optical gain
and effects due to strong or Anderson localization (AL) [64], the investigation of light transport in
(linear-) gain media is an appropriate point to begin with in this chapter.
The underlying diffusion processes including AL, which itself has been understood [59, 60] as an effect
of repeated self-interference (so-called Cooperon contributions) of diffusive modes, is a hydrodynamic
phenomenon. Therefore it relies on conservation laws, which are, in simple terms, broken in a gain
medium. A theory including amplification in terms of linear gain, i.e. as an imaginary part of the
dielectric constant, is described in the chapter before and provides the needed ground work for the
actual random lasing systems.
Here we discuss the question of how a random laser system in the diffusive regime can be described.
To this end we consider the lasing material itself by the semi-classical laser rate equations and com-
bine it with a diffusing light intensity as described by a diffusion equation. Intensity loss introduced
by surfaces of finite disordered gain media is found to be crucial in establishing a stationary behavior
of lasing modes.

39
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4.2 Theory of a Diffusive Random Laser

We propose a theory of a diffusive random laser in the stationary regime. The lasing properties of
the medium are described by the semi-classical laser rate equations, which read for a four level laser

∂N3

∂t
=

N0

τP
− N3

τ32
(4.1)

∂N2

∂t
=

N3

τ32
−

(
1

τ21
+

1

τnr

)
N2 −

(N2 − N1)

τ21
nph (4.2)

∂N1

∂t
=

(
1

τ21
+

1

τnr

)
N2 +

(N2 − N1)

τ21
nph − N1

τ10
(4.3)

∂N0

∂t
=

N1

τ10
− N0

τP
(4.4)

Ntot = N0 + N1 + N2 + N3, (4.5)

where Ni are the population number of the corresponding electron level (i ∈ {1 . . . 4}), Ntot is the
total number of electrons, γij ≡ 1/τij are the transition rates from level i to j and γP ≡ 1/τP is the
transition rate due to homogeneous constant external pumping. Furthermore nph ≡ Nph/Ntot is the
relative photon number or photon density. Combining the above five equations in the stationary
limit (∂tNi = 0), assuming γ32 and γ10 to be very large, the population inversion is found to be

n2 =
γP

γP + γnr + γ21 (nph + 1)
, (4.6)

where n2 is defined as n2 ≡ N2/Ntot. As mentioned above, we seek to describe a diffuse random
laser, so that photon density in the disordered medium is required to obey the diffusion equation

∂tnph = D0∇2nph + γ21(nph + 1)n2, (4.7)

where the last term of the r.h.s. describes the intensity increase due to stimulated and spontaneous
emission, as found in the semi-classical laser rate equations. In the stationary limit the diffusing
intensity therefore obeys

∇2nph = −γ21

D0
(nph + 1)n2. (4.8)

Since in this section we are not concerned with correlation functions but rather with intensity, i.e.
the relative photon number nph, an infinite medium cannot be considered, as it would inevitably
lead to an infinite photon number. Therefore we consider a system which is bounded in the z−
direction, −d

2 ≤ z ≤ d
2 , and infinite otherwise. This symmetry introduces a loss of intensity since

photons may leave the disordered gain medium through the two surfaces. As it will be shown below
this introduced loss is crucially needed to stabilize the lasing mode allowing for a stationary solution.
In this film geometry a Fourier transform with respect to the unbounded variables x, y may be
defined in the usual way. Applying this Fourier transformation to e.g. ∇2nph(x, y, z) leads to
(−Q2

|| + ∂2
z )nph(Q||, z), where Q2

|| = Q2
x + Q2

y, is the momentum parallel to the film. Using this
transformation, the stationary limit of the photon number may be re-written as

nph(x, y, z) =

∫ dQ2
||

(2π)2
e−i ~Q||·~r||PE( ~Q||, z)n2( ~Q||, z), (4.9)

with the energy density kernel PE( ~Q||, z) given as

PE( ~Q||, z) =
γ21

−iΩ + D0Q2
|| + D0ξ−2

, (4.10)

where the correlation length ξ is defined as

ξ =

√
D0

γ21

nph

n2
. (4.11)
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In order to obtain Eq. (4.10) we used the translational invariance of the system in the (x, y)−
plane and explicit diffusive behavior in the z− direction by means of the one dimensional stationary
diffusion equation in z− direction

D0∂
2
znph = −γ21(nph + 1)n2. (4.12)

As seen in Eq. (4.10) the pole structure in this purely diffusive model behaves uncritical with re-
spect to causality, as expected. The correlation length ξ, and thus also the mass term D0ξ

−2 =

γ21
n2(~Q||,z)

nph(~Q||,z)
, always remains positive, indicating an effective loss out of a given Q|| mode. Addi-

tionally, the mass term becomes less and less significant as the laser intensity in the sample builds
up. This is so because the relative population inversion clearly obeys n2 ≤ 1 whereas the relative
photon number is not restricted.
To obtain explicit results it is therefore sufficient to combine Eqs. (4.12) and (5.99) to obtain

∂2
znph(z) = −γ21

D0

(γP /γ21)

1 + (γP /γ21)
nph(z)+1

, (4.13)

describing the intensity (relative photon number) of a random laser film as function of the z−
direction, perpendicular to the film’s surface. Due to the translational invariance of the system in
the (x, y)− plane, the solution of Eq. (4.13) applies to any position within the plane of the lasing
material.
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Figure 4.1: Shown is the behavior of relevant quantities as a function z, the direction perpendicular
to the surface, through the film of the random lasing material for different values of the pumping
rate γP measured in units of γ21. The diffusion constant is D0 = 1d2γ21. Panel a) displays the
photon number. The photon number increases monotonically with increasing pumping, and has its
maximum in the center of the film. Panel b) displays the population inversion of the lasing material,
which is roughly inverse to the photon number. Panel c) however shows the correlation length of the
lasing system, and clearly behaves non-monotonically with increasing pumping.

4.3 Results and Discussion

Numerical evaluations of Eqs. (4.13), (4.11) and (5.99) are shown in Figs. 4.1 and 4.2. In Fig.
4.1 the photon number nph(z), the population inversion n2(z) and also the correlation length of
the lasing intensity ξ(z) is shown as a function of z for different values of the external pumping,
characterized by the pumping rate γP , measured in units of γ21. The value of the diffusion constant
was chosen to be D0 = 1d2γ21, where d is the width of the film. In panel a) of Fig. 4.1 the photon
number displays a monotonically increasing behavior with increasing pumping. The maximum of the
intensity resides in the center of film (z = 0), since this is the position farthest from the boundaries,
and therefore with lowest loss of intensity. The population inversion, see Eq. (5.99), behaves roughly
inverse to nph(z), and monotonically with increasing pumping. In contrast to this, the correlation
length ξ(z) as given by Eq. (4.11) displays a non-monotonic behavior with increasing pumping.
For pumping rates γP < γ21 the correlation length increases but for pumping rates γP > γ21, ξ is
decreasing. The equality between γP and γ21 marks the situation where electrons are as fast excited
into the upper laser level as they relaxate to lower levels. Therefore this characterizes the lasing
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threshold. Since experimental data are so far available for systems above threshold only [53], only
the decreasing behavior of the correlation length or spot size has been reported.
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Figure 4.2: Shown is the behavior of relevant quantities as a function of the pumping rate γP

(measured in units of γ21) at the surface of the film (z = 0.5d) for two different values of the
diffusion constant D0. Panel a) displays the photon number. The photon number reaches saturation
at high pumping, the numerical value depends on the diffusion constant. Panel b) displays the
population inversion of the lasing material, saturating towards full inversion (n2 = 1). Panel c)
however shows the correlation length of the lasing system, and clearly behaves non-monotonically
with increasing pumping. Below the lasing threshold (γP /γ21 = 1) the correlation length, i.e. the
spot size, increases, and afterwards decreases again.

In Fig. 4.2 the photon number nph(z), the population inversion n2(z) and also the correlation length
of the lasing intensity ξ(z) is shown as a function of external pumping, characterized again by the
pumping rate γP , measured in units of γ21. The different quantities are evaluated at the surface of
the lasing film, i.e. at z = 0.5d. Shown are results for two different diffusion constants D0 = 0.1d2γ21

and D0 = 1d2γ21, both of which are experimentally accessible in these systems. In panel a) of Fig.
4.2 the displayed photon number increases with increasing pumping until saturation behavior sets
in. The exact value of this saturation intensity depends on the diffusion constant. If the diffusion
constant is large, then the time a photon spends inside the material is small. If the diffusion is
less favored, i.e. for smaller D0, then the intensity remains longer inside the lasing material and
therefore contributes more to the population inversion. Consequentially the built up intensity within
the material is larger in the latter case. In panel b) the population inversion also increases with
increasing pumping until it saturates towards full inversion n2 = 1, i.e. all available electrons have
been excited into the upper laser level. The correlation length ξ in panel c) however, displays a non-
monotonic behavior, increasing below the threshold and decreasing above. The decreasing behavior
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above threshold has been reported in experimental data [53].

4.4 Summary

We presented in this chapter a coupling of the semi-classical laser rate equations to a disordered
system of finite size, which is described by an assumed diffusion equation and losses through the
surfaces.
Compared to chapter 3 we took the complementary point of view and treated the lasing properties
correctly in terms of semi-classical laser rate equations but neglected Cooperon contributions and
used the bare diffusion constant to describe a diffusive random laser. Of particular interest to us
is at this point the stationary behavior where the constant external pumping and the emitted light
intensity establish a balancing. For this case we showed that the corresponding energy density
correlation function always behaves causal as it must. This is due to intensity loss through the
samples surface, which therefore stabilize the lasing mode. The second major result in this section
is the calculation of the correlation function, describing the spot size of the lasing modes. We find
that above laser threshold the spot size decreases with increasing pumping in quantitative agreement
with experimental data. Furthermore we find an increasing behavior with increasing pump intensity
below the threshold.



Chapter 5

Selfconsistent Microscopic Theory

of Random Lasing

In chapter three we developed a transport theory of light in bulk material, which is infinite in all
three spatial dimensions and therefore also translational invariant. In experimental physics [63],
however, the relevant geometries are always of finite size, e.g. the purely two dimensional systems of
finite extension as used in experiments by H. Kalt [63], or, also of particular interest to us, the slab
or film geometry as shown in Fig. 5.1, which is widely used in experiments by H. Cao [2]. In the
latter system, the extension within the (x, y) - plane can be regarded as infinitely large compared
with intrinsic length scales. Hence the system obtains translational invariance in this plane, the
finite extension in z-direction, however, breaks this translational symmetry regarding the intensity
transport in this third dimension.
The proposed phenomenological lasing theory with loss terms at the boundaries in the z-direction
is already well designed to describe such a finite system, but it fails to account for transport details.
Thus there is a need to adjust the transport theory for such systems, especially when the considered
layers are thin, because then the boundary effects contribute the most.
In this chapter, we introduce a transport theory, which includes translational invariance in the (x, y)
- plane and also accounts for the finite width in z-direction, c.f. Fig. 5.1. We find a subtle interplay
between both of these conditions when we look at the diffusive characteristics of the intensity
propagator. As one consequence, the causality of any observable is intrinsically guaranteed. This
will be shown to result from the light intensity loss through the sample’s surface. If we look at
the transport theory introduced in chapter three it can easily be seen, that introducing a finite
length in one direction of the sample will cause significant modifications because this theory has
been developed in the momentum and frequency domain. Due to the finite length applying a
Fourier-transformation requires special attention.
What we have to derive first is a fully consistent description for the single-particle behavior, while
assuming that the wave traveling through the sample experiences bulk properties of the material.
Afterwards we will look at the two-particle quantities, obeying the Bethe-Salpeter-Equation. Here
we have to deal with the problem, that the intensity sees the surface effects in the third direction.
This results in a different treatment of the spacial dimensions in-plane and the finite z-direction.
Nevertheless light intensity experience three dimensional transport.

5.1 Single - Particle Green’s Function

In this chapter we introduce the intensity transport in a system which is translational invariant
in-plane and of finite length in the third direction. In contrast to the theory for infinite systems in
space we have to use some modifications for the slab geometry. Contrary to chapter three, where we
performed a complete Fourier transformation of the quantities, we have to deal here with a different
situation which forces us to reassess the Fourier transformation in the third direction. The finite
extension in this direction prohibits that we may perform a Fourier transformation in this direction

45
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(a) Slab geometry

x

y

z

d

(b) Model

Figure 5.1: (a) The geometry of the considered system is depicted. Within the (x, y) - plane the
system can be regarded as infinitely large as compared to any intrinsic length scale, therefore the
system displays translational invariance within this plane. The width of this film or slab geometry,
however, is of finite width d and requires special consideration, as it introduces intensity losses at
the surface. (b) Slab geometry model including translational invariance in-plane and finite extension
in the third direction. Loss at the surface of the system balances the stationary limit.

straight forwardly. Therefore we introduce a transformation of the z-coordinate, which is finite, to
the center of mass and a relative coordinate. With respect to the relative coordinate the system
behaves approximately translational invariant, we may therefore perform a Fourier transformation of
this coordinate to momentum space. The transformation to center of mass and relative coordinates
leads to the approbate expression for the Boltzmann or kinetic equation as will be shown below.
In order to find an explicit expression and also in order to apply a (partial) Fourier transformation
we need to have a closer look at the single-particle-Green’s function first.
As the starting point we chose the defining equation for the retarded disorder averaged single-particle
Green’s function

(
ǫbω

2
+ + ∇2

r1
− ΣR

)
G(r1, r

′
1;ω+) = δ(r1 − r′1). (5.1)

We now introduce center of mass and relative coordinates as

R =
r1 + r′1

2
r = r1 − r′1 (5.2)

and replace r1 and r′1 and the gradient according to Eq. (E.3). After this, Eq. (5.1), is now rewritten
as

(
ǫbω

2
+ +

1

4
∇2

R + ∇2
∆r + ∇R∇∆r − ΣR

)
G(R,

∆r

2
;ω+) = δ(∆r′). (5.3)

With respect to relative coordinates, the system is approximately translational invariant, and a
Fourier transformation can be applied. Applying such transformation to the above equation yields

(
ǫbω

2
+ +

1

4
∇2

R − p2 + i~p · ∇R − ΣR

)
Gp(R;ω+) = 1. (5.4)

In contrast to the relative coordinate the center of mass coordinate is translationally invariant
in-plane only. Therefore the system can be Fourier-transformed with respect to the x- and y-
components of the center of mass coordinate

(
ǫbω

2
+ − 1

4
Q2

|| +
1

4
∂2

Z − p2 − pxQx − pyQy + ipz∂Z − ΣR

)
Gp( ~Q||;Z;ω+) = 1

(5.5)
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where we define ~Q|| to be a three-dimensional vector of the form

~Q|| =




Qx

Qy

0


 . (5.6)

Then we rewrite the above differential equation to





ǫbω

2
+ −

(
~p +

~Q||

2

)2

− ΣR


 +

1

4
∂2

Z + ipz∂Z


 Gp( ~Q||;Z;ω+) = 1. (5.7)

This differential equation, Eq. (5.7), has to be solved with Dirichlet boundary conditions. The
general solution can readily be obatined as

Gp( ~Q||;Z;ω+) =
1

ǫbω2
+ −

(
~p +

~Q||

2

)2

− ΣR

(5.8)

+ C1e
−2i

“
pz+

√
p2

z+a2
”

Z
+ C2e

−2i
“

pz−
√

p2
z+a2

”
Z

where the abbreviation a is defined as

a :=


ǫbω

2
+ −

(
~p +

~Q||

2

)2

− ΣR


 (5.9)

and the coefficients C1 and C2 have to be evaluated according to the boundary conditions. As
boundary conditions we require that the Green’s function takes some value R at both surfaces, i.e.
at Z = ±d

2 , therefore

Gp( ~Q||;Z = ±d

2
;ω+) = R, (5.10)

i.e. we impose symmetric boundary conditions and the value of R is to be determined below. R
is not to be mixed up with the center of mass coordinate of the chapter before. Having specified
these conditions, we can solve the system of equations (as shown in detail in Appendix B) for the
two coefficients C1 and C2 and eventually obtain the result

C1 =

(
R − 1

a

) sin
(
pzd +

√
p2

z + a2 · d
)

sin
(√

p2
z + a2 · 2d

) (5.11)

C2 =

(
1

a
− R

) sin
(
pzd −

√
p2

z + a2 · d
)

sin
(√

p2
z + a2 · 2d

) . (5.12)

In order to determine the value of the Green’s function at the two boundaries we now require,
that the single-particle Green’s function in the very vicinity of the surface has approximately bulk
characteristics, i.e. we set R = 1/a. This is justified by the observation, that the Green’s function
describes the characteristics of a single wave, having characteristic length scale wavelength λ, which
is much smaller than the system size d and also much smaller than the center of mass coordinate,
or length scale Z. Therefore the Green’s function varies only very slowly as a function Z, and this
variation may as well be neglected since it will not enter the localization theory in any critical way.
Finally, the solution for the single-particle Green’s function is found to be
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γΦ Φ

Figure 5.2: Diagrammatic form of the representation independet Bethe-Salpeter-equation of the
intensity-correlation function Φ as shown in Eq. (5.14).

Gp( ~Q||;Z;ω+) =
1

ǫbω2
+ −

(
~p +

~Q||

2

)2

− ΣR

(5.13)

and is not a function of the center of mass coordinate Z. This is the expression of the single-particle-
Green’s function which will be used further.

5.2 Light-Intensity Correlation Function

As we have seen, the position dependencies of our system has to be discussed in detail concerning
the Fourier-transformation. For the reason that not all coordinates can be Fourier-transformed
straight forward, we need the position-space representation of the Bethe-Salpeter equation (BS) to
discuss the Fourier-transformation in detail. Therefore we start with the representation-independent
operator notation of the BS, which reads

Φ̂ =
(
ĜR ⊗ ĜA

)
+

(
ĜR ⊗ ĜA

)
γ̂Φ̂ =

(
ĜR ⊗ ĜA

) [
1⊗ 1+ γ̂Φ̂

]
. (5.14)

To find the real-space representation, we first construct a state in real space as

|r1, r2〉 ≡ |r1〉 ⊗ |r2〉 (5.15)

with meaning, that |r1〉 acts only on retarded subspace and |r2〉 acts only on advanced subspace.
The corresponding bra is therefore

〈r′1, r′2| ≡ 〈r′1| ⊗ 〈r′2| (5.16)

where again 〈r′1| acts only on retarded subspace and 〈r′2| acts only on advanced subspace.
So for instance the product for disorder-averaged Green’s functions reads

〈r1, r2|ĜR ⊗ ĜA|r′1, r′2〉 = 〈r1|ĜR|r′1〉 ⊗ 〈r2|ĜA|r′2〉 (5.17)

= GR(r1, r
′
1) ⊗ GA(r2, r

′
2) (5.18)

= GR(r1, r
′
1)G

A(r2, r
′
2) (5.19)

where GR(r1, r
′
1) is the regular real-space representation of G, i.e. this is the solution of the defining

differential equation.
In the following we will use the completeness relation of the states

∑

r3,r4

|r3, r4〉〈r3, r4| =
∑

r3,r4

(|r3〉 ⊗ |r4〉)(〈r3| ⊗ 〈r4|) (5.20)

= |r3〉〈r3| ⊗ |r4〉〈r4| (5.21)

= 1⊗ 1 = 1. (5.22)
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Figure 5.3: Position-space representation of the Bethe-Salpeter-equation as shown in Eq. (5.25).

Multiplying the BS equation with 〈r1, r2| from the left and with |r′1, r′2〉 from the right we arrive at

〈r1, r2|Φ̂|r′1, r′2〉 = 〈r1, r2|
(
ĜR ⊗ ĜA

)
|r′1, r′2〉 (5.23)

+〈r1, r2|
(
ĜR ⊗ ĜA

)
γ̂Φ̂|r′1, r′2〉

and we insert two 1, i.e. 1 =
∑

r3,r4
|r3, r4〉〈r3, r4| and 1 =

∑
r5,r6

|r5, r6〉〈r5, r6| to obtain

〈r1, r2|Φ̂|r′1, r′2〉 = 〈r1, r2|
(
ĜR ⊗ ĜA

)
|r′1, r′2〉 (5.24)

+
∑

r3,r4

∑

r5,r6

〈r1, r2|
(
ĜR ⊗ ĜA

)
|r5, r6〉〈r5, r6|γ̂|r3, r4〉〈r3, r4|Φ̂|r′1, r′2〉.

Therefore, we can find the real-space representation of the BS as

Φ(r1, r
′
1; r2, r

′
2) = GR(r1, r

′
1)G

A(r2, r
′
2) (5.25)

+
∑

r3,r4,r5,r6

GR(r1, r5)G
A(r2, r6)γ(r5, r3; r6, r4)Φ(r3, r

′
1; r4, r

′
2).

The summation over the real-space basis is in this context equivalent to integration, because the
the real-space is continuous.

To derive and further analyse the kinetic equation, which is equivalent to the Boltzmann equation,
we return to the BS in operator notation

Φ̂ =
(
ĜR ⊗ ĜA

) [
1⊗ 1+ γ̂Φ̂

]
. (5.26)

Now we use the operator identity valid for any operators Â and B̂ which has also been employed in
chapter three

Â ⊗ B̂ = (Â−1 ⊗ 1− 1⊗ B̂−1)−1[1⊗ B̂ − Â ⊗ 1] (5.27)

to the term
(
ĜR ⊗ ĜA

)
and arrive at the kinetic equation in operator notation

[
(ĜR)−1 ⊗ 1− 1⊗ (ĜA)−1

]
Φ̂ (5.28)

=
(
1⊗ ĜA − ĜR ⊗ 1

) [
1⊗ 1+ γ̂Φ̂

]
.
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The real-space representation is found in the same way as the above BS equation itself, i.e. we mul-
tiply with 〈r1, r2| from left and with |r′1, r′2〉 from right and insert unit operators 1 = |r7, r8〉〈r7, r8|
at appropriate places, and arrive at

∑

r7,r8

〈r1, r2|
[
(ĜR)−1 ⊗ 1− 1⊗ (ĜA)−1

]
|r7, r8〉〈r7, r8|Φ̂|r′1, r′2〉

= 〈r1, r2|
(
1⊗ ĜA − ĜR ⊗ 1

)
|r′1, r′2〉 (5.29)

+
∑

r3,r4,r5,r6

〈r1, r2|
(
1⊗ ĜA − ĜR ⊗ 1

)
|r5, r6〉〈r5, r6|γ̂|r3, r4〉〈r3, r4|Φ̂|r′1, r′2〉.

The operator ĜR was by definition the inverse differential operator of the defining differential
equation (wave equation), therefore (ĜR)−1 represents the original resolvant operator for the wave

equation. Bearing this in mind one finds for the action of ĜR on the combined Ket-vector |r7, r8〉
in Eq. (5.29)

〈r1, r2|(ĜR)−1 ⊗ 1|r7, r8〉 = 〈r1|(ĜR)−1|r7〉 ⊗ 〈r2|r8〉
=

(
ǫbω

2
+ + ∇2

r1
− ΣR

)
1δr1,r7

⊗ 1δr2,r8
(5.30)

where ∇r1
implies differentiation with respect to r1. The placement of the unit operator 1 is

necessary to clarify the matching of the spaces the operators live in. In complete analogy we also
find for the advanced Green’s function

〈r1, r2|1⊗ (ĜA)−1|r7, r8〉 = 〈r1|r7〉 ⊗ 〈r2|(ĜA)−1|r8〉
= δr1,r7

1⊗
(
ǫ∗bω

2
− + ∇2

r2
− ΣA

)
1δr2,r8

. (5.31)

With this the above equation, Eq. (5.29), can be written as

[( ΣA − ΣR )+( ǫbω
2
+ − ǫ∗bω

2
− )+(∇2

r1
−∇2

r2
)] Φ(r1, r

′
1; r2, r

′
2)

=
[
GA(r2, r

′
2) − GR(r1, r

′
1)

]
(5.32)

+
∑

r3,r4,r5,r6

[
GA(r2, r6) − GR(r1, r5)

]

×γ(r5, r3; r6, r4)Φ(r3, r
′
1; r4, r

′
2).

This kinetic equation, Eq. (5.32), is as an integro-differential equation analogous to the so-called
Boltzmann equation in real-space representation.
As we have discussed above, it is necessary to employ a partial Fourier-transformation. For this
purpose we have to transform to center of mass and relative coordinates according to the transfor-
mation rules shown in Appendix E. The kinetic equation in real-space representation, Eq. (5.32)
reads now

[( ΣA − ΣR )+( ǫbω
2
+ − ǫ∗bω

2
− )+( 2∇R∇∆r )] (5.33)

×Φ(R +
∆r

2
, R′ +

∆r′

2
;R − ∆r

2
, R′ − ∆r′

2
)

=

[
GA(R − ∆r

2
, R′ − ∆r′

2
) − GR(R +

∆r

2
, R′ +

∆r′

2
)

]

+
∑

R34,R56,∆r34,∆r56

[
GA(R − ∆r

2
, R56 −

∆r56

2
)−GR(R +

∆r

2
, R56 +

∆r56

2
)

]

×γ(R56 +
∆r56

2
, R34 +

∆r34

2
;R56 −

∆r56

2
, R34 −

∆r34

2
)

×Φ(R34 +
∆r34

2
, R′ +

∆r′

2
;R34 −

∆r34

2
, R′ − ∆r′

2
).
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The single particle Green’s function depends only on the relative coordinates as shown section 5.1.
Therefore (5.33) is written as follows

[( ΣA − ΣR )+( ǫbω
2
+ − ǫ∗bω

2
− )+( 2∇R∇∆r )] (5.34)

×Φ(R +
∆r

2
, R′ +

∆r′

2
;R − ∆r

2
, R′ − ∆r′

2
)

=
[
GA(∆r) − GR(∆r)

]
δ(∆r − ∆r′)

+
∑

R34,∆r34

[
GA(R − ∆r

2
) − GR(R +

∆r

2
)

]
δ(∆r − ∆r56)

×γ(R +
∆r

2
, R34 +

∆r34

2
;R − ∆r

2
, R34 −

∆r34

2
)

×Φ(R34 +
∆r34

2
, R′ +

∆r′

2
;R34 −

∆r34

2
, R′ − ∆r′

2
)

5.3 Fourier transformed Bethe - Salpeter Equation

We begin with the above derived Bethe - Salpeter equation, Eq.(5.34). Due to physical reasons, all
quantities are translational invariant with respect to the relative spatial coordinate, therefore we
introduce a Fourier transformation according to

Gp =

∫
d∆r e−ip·∆rG(∆r) (5.35)

G(∆r) =

∫
dp

(2π)3
e+ip·∆rGp. (5.36)

Since the single-particle Green’s function depends only on the spatial relative coordinate (transla-
tional invariance) it follows that it depends on one momentum only. Therefore we have

Gpp′ = Gpδ(p − p′). (5.37)

After applying the in-plane Fourier-transformation with respect to the center of mass coordinate in
Eq. (5.34), the delta function δ(Q|| − Q′

||) appears in all terms and may therefore be omitted from
now on, furthermore we introduce the shorthands ∆X and ¤X, for any quantity X according to

∆Σ ≡ ΣA − ΣR (5.38)

¤Σ ≡ ΣA + ΣR (5.39)

and in general for any quantity as for instance the Green’s function

∆G(Q,Ω) ≡
(
Gω−

q−

)A

−
(
Gω+

q+

)R

(5.40)

¤G(Q,Ω) ≡
(
Gω−

q−

)A

+
(
Gω+

q+

)R

(5.41)

and can finally rewrite the above kinetic equation Eq. (5.34) as

[
∆Σ+ ¤ǫbωΩ − ∆ǫbω

2 − 2~p|| · ~Q|| + 2ipz∂Z

]
Φ

Q||

pp′ (Z,Z ′)

= ∆Gp(Q||)δ(p − p′) (5.42)

+
∑

Z34

∆Gp(Q||)

∫
dp′′

(2π)3
γ

Q||

pp′′(Z,Z34)Φ
Q||

p′′p′(Z34, Z
′)
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The single terms in the above equation have a physical interpretation. ∆Σ represents single-particle
scattering of the intensity, the term proportional to Ω represents the temporary change of the
intensity since Ω is the Fourier-partner of the time. The last two terms 2~p|| · ~Q|| and 2ipz∂Z

represent the drift terms, because their Fourier-transform is equal to the spatial derivative. The last
term on the right hand side is the so called collision integral which includes here also interference
effects.

5.4 Light Intensity Transport in Bounded Disordered Media

with Absorption or Gain

In this chapter we consider the solution of the above derived Bethe-Salpeter equation, Eq. (5.25) for
systems in a film-geometry, which we state here again in its form prior to the Fourier transformation
of the relative coordinate ∆z along the z-direction

Φ(r1, r
′
1; r2, r

′
2) = GR(r1, r

′
1)G

A(r2, r
′
2) (5.43)

+
∑

r3,r4,r5,r6

GR(r1, r5)G
A(r2, r6)γ(r5, r3; r6, r4)Φ(r3, r

′
1; r4, r

′
2).

Introducing relative and center of mass coordinates and further utilizing the operator notation, as
discussed in detail above, we may rewrite the Bethe-Salpeter equation.
Eventually, we apply the following operator identity

ÂB̂ =
B̂ − Â

Â−1 − B̂−1
(5.44)

in order to derive the Boltzmann equation of transport, also referred to as the kinetic equation, and
given by

[
∆Σ+ ¤ǫωΩ − ∆ǫω2 − 2~p|| · ~Q|| + 2ipz∂Z

]
Φ

Q||

pp′ (Z,Z ′)

= ∆GP (Q||;Z,Z ′)δ(p − p′) (5.45)

+
∑

Z34

∆Gp(Q||)

∫
dp′′

(2π)3
γ

Q||

pp′′(Z,Z34)Φ
Q||

p′′p′(Z34, Z
′)

Details of the derivation can be found in section 5.2.

5.4.1 Solution by Moment Expansion

We follow the general solution procedure already discussed in the context of light propagation in
infinite three dimensional media. This means we use an expansion of the intensity correlator Φ which
is to be calculated into its moments. The first two terms of expansion are identified as the energy
density (the zeroth moment) and the energy density current (the first moment) and subsequently
related to each other by the derivation of two independent equations.
To obtain the continuity equation we first define the energy density Φǫǫ and energy density current
Φjǫ in terms of Φω

p′ p(
~Q,Ω;Z,Z ′) and also in terms of Φρρ and Φjρ (the intrinsic first two moments

of the correlator Φ) according to

Φǫǫ =
ω2

c2
ph

Φρρ =
ω2

c2
ph

∑

p,p′

Φω
p′ p(

~Q,Ω;Z,Z ′) (5.46)

Φjǫ =
ω

cph
vE(ω)Φjρ =

ω

cph
vE(ω)

∑

p,p′

(
2~k · Q̂

)
Φω

p′ p( ~Q,Ω;Z,Z ′). (5.47)



5.4. LIGHT INTENSITY TRANSPORT IN BOUNDED DISORDERED MEDIA WITH
ABSORPTION OR GAIN 53

In the above equation, Eq. (5.47) we have used a three dimensional vector Q̂, which requires some

explanation. We start with the definition of a three dimensional vector operator Q̃,

Q̃ =




Qx

Qy

−i∂Z


 (5.48)

whose action on a given testfunction ϕ(Qx, Qy, Z) is defined according to

Q̃2ϕ(Qx, Qy, Z) ≡
(
Q2

x + Q2
y − ∂2

Z

)
ϕ(Qx, Qy, Z) (5.49)

= Q2
xϕ(Qx, Qy, Z) + Q2

yϕ(Qx, Qy, Z) − ∂2
Zϕ(Qx, Qy, Z).

Q̂ points to the direction of Q̃̃Q̃Q̃Q.

5.4.2 Continuity Equation

The first step consists in deriving a first equation relating energy density and energy density current.
The result of this will be the continuity equation. It is obtained by summing Eq. (5.45) over the
(three - dimensional) vectors ~p and also over ~p ′

∑

pp′

∆Σ(ω)Φω
pp′( ~Q,Ω;Z,Z ′) − ∆ǫω2Φρρ( ~Q,Ω;Z,Z ′) (5.50)

+ ¤ǫωΩΦρρ( ~Q,Ω;Z,Z ′) − QΦjρ( ~Q,Ω;Z,Z ′)

= ∆G0 +
∑

p p′,Z34

∆Gp( ~Q,Ω)γω
p p′′( ~Q,Ω;Z,Z34)Φ

ω
p′′ p′( ~Q,Ω;Z34, Z

′).

where we used the definitions of the moments as given in Eq. (5.46) and Eq. (5.47).
Again, we incorporate the local energy conservation by means of the Ward identity, which we also
calculated for this particular geometry, i.e. for the case of spatial dependence on the center of mass
coordinates (Z,Z ′), c.f. Appendix C. This Ward identity employed by substituting the first term

on the left hand side,
∑

p ∆Σ(ω)Φω
p′( ~Q,Ω;Z,Z ′), in the above expression, Eq. (5.50).

For the sake of completeness we state the Ward identity here, which reads for these systems of a
film of finite width d

∆Σω
p ( ~Q,Ω) =

∑

p′

∑

Z′′

∆Gp′( ~Q,Ω)γp′ p( ~Q,Ω;Z ′′, Z ′) (5.51)

+ fω(Ω)
[ ∑

p′

∑

Z′′

¤Gp′( ~Q,Ω)γp′ p( ~Q,Ω;Z ′′, Z ′) + ¤Σω
p ( ~Q,Ω)

]

where we introduce the abbreviation as above ¤Σp(ω) ≡ ΣR
p+

(ω) + ΣA
p−

(ω) etc., and the renormal-
ization factor f(ω) is given by

fω(Ω) =
(ωΩRe ∆ǫ + iω2Im ∆ǫ)

(ω2Re∆ǫ + iωΩIm ∆ǫ).
(5.52)

Using the Ward identity to substitute ∆Σ in Eq. (5.50) and afterwards employing an expansion for
(Q,Ω) → (0, 0) on the substituted terms we first observe a cancellation with respect to the last term
on the r.h.s. of Eq. (5.50), and finally using the relations given in Eq. (5.46) and in Eq. (5.47) we
eventually arrive at

ΩΦǫǫ( ~Q,Ω)g(1)
ω

(
1 + ∆(ω)

)
− ω

cpvE
QΦjǫ( ~Q,Ω) (5.53)

=
ω2

c2
p

∆G0( ~Q,Ω) + Φǫǫ( ~Q,Ω)iΛ(ω)
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or equivalently written in the following way

ΩΦǫǫ( ~Q,Ω) − QΦjǫ( ~Q,Ω) (5.54)

=
ω2∆G0( ~Q,Ω)

c2
pg

(1)
ω

(
1 + ∆(ω)

) + Φǫǫ( ~Q,Ω)
iΛ(ω)

g
(1)
ω

(
1 + ∆(ω)

) .

In the above equations, especially in the continuity equation, Eq. (5.54), we introduced the following
abbreviations

∆G0 ≡
∫

d3p

(2π)3
∆Gω

p (Q,Ω) ∆ǫ = ǫscat − ǫb (5.55)

uǫ =
Im (∆ǫΣ)

Im (∆ǫG0(ω))
rǫ =

Im∆ǫ

Re∆ǫ
(5.56)

Aǫ = 2 [uǫReG0 + ReΣ] Bǫ =
(Re∆ǫ)

2
+ (Im∆ǫ)

2

2ω2 (Re∆ǫ)
2 (5.57)

as well as

vE =
c2

cpRe ǫb

1

1 + ∆(ω)
(5.58)

∆(ω) = BǫAǫ + irǫ∂ΩAǫ(Ω) (5.59)

Λ(ω) = iω2Imǫb − irǫAǫ

g(0)
ω =

2ω

c2
Imǫb g(1)

ω =
4ω

c2
Reǫb (5.60)

Ã =
cpvE

ω

[
1 − ω2Imǫb

uǫImG0
+

rǫAǫ

uǫImG0

]
. (5.61)

The continuity equation, Eq. (5.53), relates the temporal derivative of the energy density (here
Fourier transformed to Ω) to the divergence of the energy density current (here Fourier transformed
to Q). The sum of both equals the source (drain) of energy density in the system, therefore it
represents in this sense energy conservation.
In the above equation, Eq. (5.53), we recover the correction terms, which we also have found for
three dimensional infinite media. This had to be expected, since they originate from the Ward
identity and therefore represent the non-conserving characteristics of the systems.
Despite the recovering of previously found corrections, Eq. (5.54) is severely different from the conti-
nuity equation for infinite media in that it contains a differential operator, and therefore establishes
a differential equation.

5.4.3 Current Relaxation Equation

As explained in chapter one and discussed in some detail in chapter three, we need a second and
linearly independent equation, which relates the energy density to the energy density current. This
relation is called current density relation.
We obtain this relation, by going back to the Boltzmann equation, Eq. (5.45), and multiply it with
the current projector ~p · Q̂. Afterwards we sum the equation over p and p′. This procedure yields

[
∆Σ(ω) − ∆ǫω2 + ¤ǫωΩ

]
Φjρ − Q̃

∑

p

(
2~p · Q̂

)2

Φω
p ( ~Q,Ω) (5.62)

=
∑

p

(
2~p · Q̂

)
∆Gp +

∑

p p′′

(
2~p · Q̂

)
∆Gpγ

ω
p p′′( ~Q,Ω;Z)Φω

p′′ p′( ~Q,Ω).
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At this point we use the moment expansion of the energy density correlator as given by

Φp ≈ ∆Gp

∆G0
Φρρ +

(
2~p · Q̂

)
∆G2

p

∑
k

(
2~k · Q̂

)
∆G2

k

Φjρ + . . . (5.63)

as well as the Ward identity as explained above and afterwards we again expand the expression for
(Q,Ω) → (0, 0). The result of this procedure is eventually

[
ReǫbωΩ + i

[
ImΣ(ω) − Im∆ǫω2

]
+ iM(Ω)

]
Φjǫ + Q̃ΦǫǫÃ = 0 (5.64)

where we introduced the so-called memory kernel M(Ω) by the following definition

−iM(Ω) =
1

∫
dk

(2π)2 (2~k · Q̂)(∆Gk)2

∫
dk

(2π)2

∫
dk′

(2π)2
(5.65)

× (2~k · Q̂)(∆Gk)γk k′(∆Gk′)2(2~k′ · Q̂)

The above derived current density relation or current relaxation equation, Eq. (5.64) is also a

differential equation, since it contains the vector operator Q̃. The calculation of the memory kernel
M is explicitly shown in Appendix D.

5.5 Diffusion Pole Structure

In the previous subsections we have detailed the solution scheme of the Bethe-Salpeter-equation,
Eq. (5.43), with the help of a moment expansion of the intensity correlator Φ. As presented in
detail, this yields two linearly independent equation relating the two quantities energy density and
energy density current. Consequentially, Eq. (5.54) and Eq. (5.64) constitute an algebraic relation
between energy density and energy density current which now includes contributions proportional
two the second derivatives of those quantities.
We therefore apply the operator Q̃ on Eq. (5.64) and use the result to substitute Q̃Φjρ in Eq. (5.53).
As a result we obtain

Q̃

[
Ω¤ǫω + ∆Σ(ω) − ∆ǫω2 + iM(ω)

]
Φjρ + Q̃2ΦρρW = 0 (5.66)

Q̃

[
ReǫbωΩ + i

[
ImΣ(ω) − Im∆ǫω2

]
+ iM(Ω)

]
Φjǫ + Q̃2ΦǫǫÃ = 0. (5.67)

For the sake of a clear notation let us define the abbreviation [1] according to

[1] :=

[
ReǫbωΩ + i

[
ImΣ(ω) − Im∆ǫω2

]
+ iM(Ω)

]
. (5.68)

Recalling the definition of the operator Q̃2

Q̃2 = Q2
x + Q2

y − ∂2
Z (5.69)

we define

Q2
|| := Q2

x + Q2
y (5.70)
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and find e.g.

Ã
(
Q̃2Φǫǫ

)

[1]Φǫǫ
= Q2

||

Ã

[1]
−

(
∂2

ZΦǫǫ

)
Ã

[1]Φǫǫ
(5.71)

and also
(
Q̃2Ã

)

[1]
= Q2

||

Ã

[1]
−

(
∂2

ZÃ
)

[1]
= Q2

||

Ã

[1]
(5.72)

since the quantity Ã consists according to its definition Eq. (5.61) of single-particle quantities only,
which do not show a functional dependence on Z. Hence the derivatives vanish. Using this together

with the identity
(
Q̃2Φǫǫ

)
≡ Φǫǫ

( eQ2Φǫǫ)
Φǫǫ

we may rewrite the above equation, Eq. (5.67), in the

following formal way

[
Ω +

(
Q̃2Φǫǫ

)
Ã

[1]Φǫǫ
+

Φjǫ

(
Q̃[1]

)

[1]Φǫǫ
(5.73)

+
2
(
Q̃Φǫǫ

)(
Q̃Ã

)

[1]Φǫǫ
+

(
Q̃2Ã

)

[1]
− iΛ(ω)

g
(1)
ω

(
1 + ∆(ω)

)
]
Φǫǫ

=
ω2∆G0( ~Q,Ω)

c2
pg

(1)
ω

(
1 + ∆(ω)

) . (5.74)

By introducing the definitions of the numerator of the diffusion pole Nω(Z) as

Nω(Z) :=
ω2∆G0( ~Q,Ω)

c2
pg

(1)
ω

(
1 + ∆(ω)

) (5.75)

and the diffusion coefficient D(Ω, Z) for the slab geometry

−iD(Ω, Z) :=

{
2Ã

[ReǫbωΩ + i [ImΣ(ω) − Im∆ǫω2] + iM(Ω)]

}
(5.76)

as well as the dissipation length scale χd(Z), which is describing the growth or the absorption of
intensity and which is also emerging in the infinite system,

iD(Ω, Z)

χd(Z)2
:=

iΛ(ω)

g
(1)
ω

(
1 + ∆(ω)

) (5.77)

we can formally extract the pole structure as

Φǫǫ(Q,Ω) =
Nω(Z)

Ω + iDQ2
|| − iDχ−2

d − (∂2
Z

Φǫǫ)Ã

[1]Φǫǫ
+

2( eQΦǫǫ)( eQÃ)+Φjǫ( eQ[1])
[1]Φǫǫ

. (5.78)

To gain a better insight we want to stress again that the phenomenon of diffusion relies on conser-
vation laws and may be analyzed by means of the presence of a diffusion pole in the energy density.
The general idea behind this was explained in chapter 2, and it is based on the fact that in leading
order diffusion is described linearly in Ω and quadratically in Q. Corrections to this behavior are
included in an Ω-dependent diffusion constant, which is determined selfconsistently by including
Cooperon contributions. This was done in the pioneering work by D. Vollhardt and P. Wölfle [65].
Here we are interested in studying the wave transport phenomena in dissipative media of finite
width due to geometrical restrictions. However, for comparability and consistency reasons we also
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apply a hydrodynamic expansion, i.e. (Q,Ω) → (0, 0), to extract the diffusion pole structure and
study diffusion in the presence of self-interference of the waves by means of a frequency dependent
diffusion coefficients.
This in turn has consequences for the diffusion pole shown in Eq. (5.78) regarding the term con-
taining the second derivative of Φǫǫ . It is to be taken at Qx = 0 = Qy and Ω = 0, since, as just
explained, this contains and reveals the diffusive characteristics of the system. In order to extract

the correlation length we have to find an expression for − (∂2
ZΦǫǫ)Ã

[1]Φǫǫ
at Qx = 0 = Qy and at Ω = 0 .

At this point (Qx = 0 = Qy,Ω = 0) the equation determining Φǫǫ, Eq. (5.73), reads

(
− ∂2

∂Z2 Φǫǫ

)
Ã

[1]Φǫǫ
=

ω2∆G0( ~Q,Ω)

c2
pg

(1)
ω

(
1 + ∆(ω)

)
Φǫǫ

+
iΛ(ω)

g
(1)
ω

(
1 + ∆(ω)

) . (5.79)

Using this expression (and recognizing the last term to be D/χ2
d) to subsitute it in the diffusion pole

we obtain for the energy density

Φǫǫ(Q,Ω) =
Nω(Z)

Ω + iDQ2
|| + iD · ξ−2

(5.80)

which defines the positive correlation length ξ as

1

ξ2
=

Nω(Z)

DΦǫǫ(Q|| = 0,Ω = 0)
(5.81)

Eventually the correlation length ξ, Eq. (5.81), the diffusion coefficient D(Ω), Eq. (5.76), and the
energy density Φǫǫ, Eq. (5.80), constitute the solution of the transport theory of light intensity
within a finite system with boundaries.

Selfconsistent System of Equations

Here we state again the main equations from the above derivation, to have them present in one
place. The equations that constitute the solution are:
The Energy-Density

Φǫǫ(Q,Ω) =
Nω(Z)

Ω + iDQ2
|| + iD · ξ−2

(5.82)

the Diffusion-Constant

D(Ω)
[
1 − iΩτ2

aReǫω
]

= Dtot
0 − τ2

aD(Ω)M(ω) (5.83)

the Correlation-Length

1

ξ2
=

Nω(Z)

DΦǫǫ(Q|| = 0,Ω = 0)
(5.84)

the differential equation for the Energy-Density

− ∂2

∂Z2
Φǫǫ =

ω2∆G0( ~Q,Ω)[1]

c2
pg

(1)
ω

(
1 + ∆(ω)

)
Ã

+
iΛ(ω)[1]

g
(1)
ω

(
1 + ∆(ω)

)
Ã

Φǫǫ (5.85)

Now recognizing that in the above equation, Eq. (5.85), the last term is just − 1
χ2

d

Φǫǫ with χd the

grow length as also found in infinite media and defined in Eq. (5.77) and defined above, we rewrite
Eq. (5.85) as

− ∂2

∂Z2
Φǫǫ =

1

D

[
D

−χ2
d

]
Φǫǫ +

1

D

ω2∆G0( ~Q,Ω)

c2
pg

(1)
ω

[
1 + ∆(ω)

] . (5.86)
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5.5.1 Selfconsistent Diffusion Coefficient

In this section we derive the selfconsistent equation, which determines the diffusion coefficient
D(Ω, Z) defined Eq. (5.76), together with the definitions Eqs. (5.55-5.61), as well as Eq. (5.65) we
finally find

D(Ω)
[
1 − iΩReǫωτ2

a

]
= Dtot

0 − τ2
aD(Ω)M(ω) (5.87)

where we have used

∆Σ(ω) ≡ 2iImΣ(ω) (5.88)

¤ǫb ≡ 2Reǫb. (5.89)

Furthermore we introduced the lifetime τa of the diffusing modes, due to both, scattering and
non-conservation of energy, as

τ2
a =

1

ImΣ − Imǫω2
(5.90)

and the diffusion constant without memory effects, Dtot
0 = D0 + Db + Ds, consisting of the bare

diffusion constant,

D0 =
2vEcp

ω∆G




d2k

(2π)2
[~k · Q̂]2(∆Gω

~k
)2 (5.91)

and dissipative contributions (renormalizations) from absorption or gain in the background medium
(Db) and in the scatterers (Ds), given by

Db =
1

4
(ωτa)

2
∆ǫb D̃0 (5.92)

Ds =
1

8
rǫAǫτ

2
a D̃0. (5.93)

These two contributions have already been found in chapter three for infinite media. They originate
from the Ward-Identity and therefore have only a small parametric dependency. Eq. (5.87) estab-
lishes a self-consistency relation for D since the memory function M itself depends on the diffusion
coefficient since the irreducible vertex function γ contained in M is expressed by the diffusion pole
of the energy density correlation function as shown in Appendix D, and therefore depends on the
diffusion coefficient D.

5.6 Microscopic Theory of Random Lasers

To derive a full solution for the Random Laser, we have to couple the transport theory of light to
the laser rate equations. As discussed in detail in chapter four, the rate equations for a four-level
laser are

∂N3

∂t
=

N0

τP
− N3

τ32
(5.94)

∂N2

∂t
=

N3

τ32
−

(
1

τ21
+

1

τnr

)
N2 −

(N2 − N1)

τ21
nph (5.95)

∂N1

∂t
=

(
1

τ21
+

1

τnr

)
N2 +

(N2 − N1)

τ21
nph − N1

τ10
(5.96)

∂N0

∂t
=

N1

τ10
− N0

τP
(5.97)

Ntot = N0 + N1 + N2 + N3, (5.98)

where Ni = Ni(~r, t), i = 0, 1, 2, 3 are the population number densities of the corresponding
electron level, Ntot is the total number of electrons participating in the lasing process, γij ≡ 1/τij



5.6. MICROSCOPIC THEORY OF RANDOM LASERS 59

are the transition rates from level i to j, and γnr is the non-radiative decay rate of the laser level
2. γP ≡ 1/τP is the transition rate due to homogeneous, constant, external pumping. Further
nph ≡ Nph/Ntot is the photon number density, normalized to Ntot. In the stationary limit (i.e.
∂tNi = 0), the above system of equations can be solved for the population inversion n2 = N2/Ntot

to yield (γ32 and γ10 assumed to be large compared to all other rates)

n2 =
γP

γP + γnr + γ21 (nph + 1)
. (5.99)

The energy density Φǫǫ calculated above relates to the diffusing photon number by the relation

nph =

∫ + 1
2 d

− 1
2 d

dZ ′Φǫǫ(Z,Z ′)n2(Z
′). (5.100)

The energy density correlation Φǫǫ obeys the equation

− ∂2

∂Z2
Φǫǫ =

1

D

[
D

−χ2
d

]
Φǫǫ +

1

D

ω2∆G0( ~Q,Ω)

c2
pg

(1)
ω

[
1 + ∆(ω)

] . (5.101)

5.6.1 Microscopic Determination of the Amplification Rate of the Inten-
sity

In order to study how the photonic gain predicted by the laser rate equations is incorporated into
the transport theory, we compare the results of our microscopic selfconsistent transport theory of
this chapter five, with the diffusive model of random lasing which has been outlined in chapter four
before. The previously phenomenologically assumed diffusion equation for the photons reads

∂nph

∂t
= D

∂2nph

∂Z2
+ γ21(nph + 1)n2 (5.102)

and involves a term proportional to γ21, which describes the intensity increase due to stimulated
and spontaneous emission. This term originates from the semi-classical laser rate equations Eq.
(5.96). The term γ21(nph + 1)n2 in Eq. (5.102) is equal to the amplification rate of the intensity
and therefore not related to a specific diffusion model.
Now we compare these considerations with results of the exact microscopic approach. The micro-
scopic analogy to the photon density is the energy density Φǫǫ. In the static limit (∂tΦǫǫ = 0 ⇔ Ω =
0, and ∂tnph = 0) we have to match the following two equations describing the photonic growth in
either of the two models

− ∂2

∂Z2
Φǫǫ =

1

D

[
D

−χ2
d

]
Φǫǫ +

1

D

[
D

−χ2
d

]

+


 1

D

ω2∆G0( ~Q,Ω)

c2
pg

(1)
ω

[
1 + ∆(ω)

] − 1

D

[
D

−χ2
d

]
 (5.103)

−∂2nph

∂Z2
=

1

D
γ21n2nph +

1

D
γ21n2 (5.104)

The first term on the right hand side of both equations represents stimulated emission, the second
term, however, accounts for the spontaneous emission. The third term on the r.h.s. of Eq. (5.103),
represents light amplification which is due to the propagating intensity within a gain medium (with-
out contributions from spontaneous emission). This term has of course no counterpart in the phe-
nomenological model of chapter four, represented here by Eq. (5.104).
Now we directly compare the terms for amplification in both equations, and therefore write

1

D
γ21n2nph +

1

D
γ21n2

, (5.105)

1

D

[
D

−χ2
d

]
Φǫǫ +

1

D

[
D

−χ2
d

]
+


 1

D

ω2∆G0( ~Q,Ω)

c2
pg

(1)
ω

[
1 + ∆(ω)

] − 1

D

[
D

−χ2
d

]
 .
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We neglect all incoherent contributions resulting from spontaneous emission etc. and require the
equality of the coherent grow rates, representing the stimulated emssion process. The grow rates of
both equations can or must be identified with each other, thus they form the link of the selfconsistent
transport theory to the laser rate equations

γ21n2 =

[
D

−χ2
d

]
. (5.106)

By selfconsistent calculation of the grow term, we are able to determine the gain Imǫs of the system
only due to microscopic considerations and therefore do not need to rely on phenomenological
assumptions.
To derive the solution the system is specified in terms of light frequency, scatterer radius, filling
fraction of the scatterer and the dielectric functions for both background and scatterer’s media. Then
the diffusion coefficient D is selfconsistently calculated. With this diffusion constant, we solve the
phenomenological laser model to obtain the inversion n2, with this inversion we solve Eq. (5.106),
which yields the imaginary part of the dielectric function. Finally with this newly calculated epsilon
the calculation starts all over again, and is repeated until a convergence is found.
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Im εφ
εε

n2

D

ξ

Figure 5.4: Selfconsistent solving prozess of the microscopic transport theory coupled to the laser
rate system. The general selfconstency is marked by the arrow crircle. The entangled arrows mark
the seperate but coupled selfconsistencies of transport theory and laser rate equations.

5.6.2 Numerics Procedure

Finally we want to summarize the procedure (see Fig. 5.4) which is used to gain the following
results. The start is to solve the coupled laser rate equations selfconsistently for appropriate start
conditions. By gaining the inversion n2of the laser active niveau we derive the effective gain of
the system , which is equal to the imaginary part of the dielectric constante ǫand incorporate it
in the selfconsistent solution of the above described transport theory including finite dimensions.
From the structure of the energy density φǫǫ we derive the correlation length which leads us to
the selfconsistently calculated diffusion constant D. The diffusion processes and so the diffusion
constant regulates the photon number per laser active atom which finally rules the inversion gain.
So this process describes a selconstinecy process which includes two intrinsic selfconstint calculations
sybolized by the entangled arrows.
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5.7 Numerical Results and Discussion

In this section we finally present the numerical evaluations of our microscopic theory of random
lasing. Due to the vast numerical data and large number of relevant quantities, we structure this
section as follows: In the first part, subsection 5.7.1, we present numerical data for a system char-
acterized by parameters, which are typical for experiments with ZnO powder. All quantities will
be discussed in detail and also shown as function of the positional coordinate Z across the film. In
subsection 5.7.2, we discuss the behavior of the correlation length, as the various system parameters
are varied. And eventually, in subsection 5.7.3, we discuss the behavior of the diffusion constant as
the system parameters, such as film width, filling fraction, light frequency and scattering strength,
are changed. This last subsection will also reveal the influence of interference contributions on a
random laser system.

5.7.1 Film of ZnO at 50 % Filling

In this first subsection we discuss a random laser, described by parameters which are typical for
experiments. In particular, we chose Re ǫs = 10.4, i.e. ZnO, a filling fraction ν = 50%, a frequency
of ω/ω0 = 1.1 where ω0 = 2πc/r0 with the vacuum speed of light c and the scatterer radius r0. The
sample width is set to be d = 40r0. The coordinate Z is measured in units of the sample width, and
pump rate is measured in units of the laser transition rate γ21.
At first, the obtained photon density as a function of Z across the sample is shown in Fig. 5.5.
For increasing pump rates the photon number increases strongly. In Fig. 5.6 the photon density
at the sample surface, i.e. at Z = 0.5d is displayed for increasing pump rates, for very large pump
rates and also large photon numbers, the graph changes to a linear behavior, as also reported in
experiments [28, 29].
The inversion density n2 is displayed in Fig. 5.7 as a function of Z across the sample. Whereas the
self-consistently obtained optical gain Im ǫs is shown in Fig. 5.8. A direct comparison of the atomic
inversion n2 and the self-consistently evaluated gain Im ǫs as a function of Z across the sample
can be found in Fig. 5.9 for two typical, different pump rates. Additionally to difference in the
magnitude, the gain −Im ǫs compared to the inversion displays a smaller slope towards the surface.
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Figure 5.5: The photon density nph is displayed as a function of Z across the sample width for
pump rates P/γ21 = 3, 4, 5, 6, 7 in increasing order. The photon density represents the the number
of photons per laser active atom. An increase of the photon number with increasing pumping is
clearly observed.
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In Fig. 5.10, the correlation length ξ of the random laser is displayed, also for different pump rates.
As explained above, the correlation length represents the average lateral extension within the (x, y)-
plane for different values of Z. The volume it represents is the average mode extension within the
film of ZnO. This is also illustrated in Fig. 5.11, where schematically the correlation volume of a
lasing mode in the finite random laser sample is contrasted with the previously in chapter 3 derived
correlation volume for infinite systems. The correlation length is measured in units of the sample
width d. A general decrease of the correlation length with increasing pumping is observed across
the sample. Furthermore, the correlation length assumes larger values, where the photon density is
higher, i.e. towards the center of the film.
In Fig. 5.12 we present the correlation length ξ as a function of the pump rate, measured in units
of the transition rate γ21. The correlation length calculated by coupling the laser rate equation to
the microscopic transport theory of light in presence of gain, exhibits a decreasing behavior with an
increasing pump rate. To study the behavior of this decrease we plot the correlation length versus
the inverse square root of the pump rate, just as we had done it for phenomenological model in
chapter 4. The result is shown in Fig. 5.13. The blue line in Fig. 5.13 serves as a guide to the eye,
emphasizing the linear behavior of the correlation length in this plot. This clearly reveals an inverse
square root behavior of ξ as a function of pumping above threshold.
After the discussion of the evaluated quantities directly concerning the lasing intensity, let us now
turn to the transport characteristics in such systems. In Fig. 5.14 we display the full, self-consistently
calculated diffusion coefficient D containing all interference effects as a function of Z across the
sample for various pump rates. The unit of D is r0c, where r0 is the radius of the scatterers and c
is again the vacuum speed of light. With increasing pumping an increase of the diffusion coefficient
is observed. Close to the surfaces, diffusion is stronger. The reason for this is, that there, the
possibility for multiple scattering and also for forming closed loops is suppressed. Both processes
would tend to slow down the light propagation. Since they are missing however, light transport
speeds up. Additionally, close to the surfaces the optical gain is also stronger, because the photon
number is smaller there. This also tends to increase the diffusion constant.
In Fig. 5.15, we also show for completeness the bare diffusion coefficient D0 as a function of Z for
the same pump rates as in Fig. 5.14. The bare diffusion coefficient measures how fast a given mode
propagates within the sample and out of it given that no interference effects take place. The unit
of D0 is also r0c. A similar behavior of D0 as compared to D is found.
A detailed comparison of bare diffusion coefficient D0 (dashed line) and the full diffusion coefficient
D (solid line) as a function of Z across the sample width for a typical pump rate P = 3γ21 can be
found in Fig. 5.16.
Finally, the ratio D/D0 is displayed in Fig. 5.17. The ratio D/D0 measures the deviation of the
full diffusion constant including interference effects from a purely diffusive system with no Cooperon
contributions. Therefore providing a measure of the influence of interference effects (Cooperons)
on the transport in the system. With increasing pumping the ratio decreases, indicating a growth
of interference effects occurring in the system as the optical gain increases. The strong decreases
towards the surfaces is driven by the increase of Im ǫs, as shown in Fig. 5.8. Roughly speaking,
the self-interference effects diminish the diffusion constant by 5% as compared to a purely diffusive
system.
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Figure 5.6: Photon density nph as a function of the pump rate, measured in units of the transition
rate γ21, at the sample surface, i.e. Z = 0.5d. For large pump rates (and large photon numbers) the
photon number exhibits a linear behavior, as also reported in experiments [28, 29].
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Figure 5.7: The inversion density n2 is shown as a function of Z across the sample width for
pump rates P/γ21 = 3, 4, 5, 6, 7 in increasing order. The inversion density represents the number
of inverted atoms divided by the total number of invertible atoms, the width is measured in units of
the sample width, and pump rate is measured in units of the transition rate γ21. An increase of the
inversion density with increasing pumping indicates, that the gain is not saturated yet.
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Figure 5.8: We show the self-consistently obtained optical gain Im ǫs as a function of Z across the
sample width for pump rates P/γ21 = 3, 4, 5, 6, 7 in increasing order. The optical gain represented
by the imaginary part of the dielectric function of scatterers ǫs translates the electronic or atomic
inversion density into an amplification of light intensity in the disordered sample. An increase of
the optical gain with increasing pumping is observed, analog to the behavior of atomic inversion,
shown in Fig. 5.7.
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Figure 5.9: The direct comparison is drawn between the self-consistently obtained optical gain Im ǫs

(solid lines) with the corresponding calculated atomic inversion n2 (dashed lines) as a function of Z
across the sample width. Black curves are evaluated for P = 1γ21 and the red ones for P = 5γ21.
In the inset we see the relation between both quantities which is almost perfectly constant.
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Figure 5.10: The correlation length ξ is shown as a function of Z across the sample width for pump
rates P/γ21 = 3, 4, 5, 6, 7 in increasing order. The correlation length represents the average lateral
extension within the (x, y)-plane for different values of Z. The volume it represents is the average
mode extension within the film of ZnO. Also compare with Fig. 5.11 below. The correlation length
is measured in units of the sample width d. A decrease of the correlation length with increasing
pumping is observed across the sample. Furthermore, the correlation length assumes larger values,
where the photon density is higher, i.e. towards the center of the film. The inset shows a better
resolution plot near the surface. We find that the correlation length shows an square dependence to
the depth in the sample as can be seen in the inset.

(a) Slab geometry (b) Infinite media

Figure 5.11: Illustration of the correlation volume, described by ξ.
(a) Correlation volume of a diffusing/lasing mode within a random laser film. This cigar-shaped
volume connects the two surfaces of the sample and is described via the correlation length ξ(Z) within
the (x, y)-plane. Numerical evaluation are displayed in Fig. 5.10 above.
(b) In the case of an infinite medium the correlation volume of a lasing mode is a sphere with radius
Rmax as derived and discussed in chapter 3 and illustrated here.
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Figure 5.12: The correlation length ξ is displayed as a function of the pump rate, measured in units
of the transition rate γ21, at the sample surface, i.e. Z = 0.5d. The sample width is set to be
d = 40r0, where r0 is the radius of the scatterers, the frequency is ω/ω0 = 1.1 and the filling fraction
is ν = 50%.
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Figure 5.13: Correlation length ξ shown as a function of the inverse square root of the pump rate,
measured in units of the transition rate γ21, at the sample surface, i.e. Z = 0.5d, c.f. Fig. 5.11.
The sample width is set to be d = 40r0, where r0 is the radius of the scatterers, the frequency is
ω/ω0 = 1.1 and the filling fraction is ν = 50%.
The blue line serves as a guide to the eye, emphasizing the linear behavior of the correlation length
in this plot. This clearly reveals an inverse square root behavior of ξ as a function of pumping above
threshold. We find a finite correlation length for unlimited pump strengths.
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Figure 5.14: The full, self-consistently calculated diffusion coefficient D is plotted as a function of
Z across the sample width for pump rates P/γ21 = 3, 4, 5, 6, 7 in increasing order. The diffusion
coefficient measures how fast a given mode propagates within the sample and out of it. The unit of
D is r0c, where r0 is the radius of the scatterers and c is the vacuum speed of light. The coordinate Z
is measured in units of the sample width d, and the pump rate is measured in units of the transition
rate γ21. With increasing pumping an increase of the diffusion coefficient is observed. Close to
the surfaces, diffusion is stronger, because there the possibility for multiple scattering and also for
forming closed loops is suppressed. Both processes would tend to slow down the light propagation.
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Figure 5.15: Bare diffusion coefficient D0 as a function of Z across the sample width for pump rates
P/γ21 = 3, 4, 5, 6, 7 in increasing order. The bare diffusion coefficient measures how fast a given
mode propagates within the sample and out of it given that NO interference effects take place. The
unit of D0 is r0c. The coordinate Z is measured in units of the sample width d, and pump rate
is measured in units of the transition rate γ21. With increasing pumping an increase of the bare
diffusion coefficient is observed. Close to the surfaces, bare diffusion is stronger, because there the
possibility for multiple scattering is suppressed.
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Figure 5.16: We compare the bare diffusion coefficient D0 (dashed line) to the full diffusion coefficient
D (solid line) as a function of Z across the sample width for pump rates P/γ21 = 3γ21.
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Figure 5.17: The full and self-consistent diffusion constant D in units of the bare diffusion constant
D0 is displayed as a function of Z across the sample width for pump rates P/γ21 = 3, 4, 5, 6, 7 in
increasing order. The ratio D/D0 measures the deviation of the full diffusion constant including
interference effects from a purely diffusive system with no Cooperons contributions. The sample
width is set to be d = 40r0, where r0 is the radius of the scatterers, the frequency is ω/ω0 = 1.1 and
the filling fraction is ν = 50%.
With increasing pumping the ratio decreases, indicating a growth of interference effects occurring in
the system as the optical gain increases. The strong decreases towards the surfaces is driven by the
increase of Im ǫs, as shown in Fig. 5.8.
Roughly speaking, the self-interference effects diminish the diffusion constant by 5% as compared to
a purely diffusive system.
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5.7.2 Behavior of the Correlation Length for Various System Parameters

In this subsection we discuss the behavior of the correlation length ξ as the various system parameters
are changed. The reference system to which we always compare is the one, presented in detail in the
previous subsection and characterized by the experimentally relevant parameters: Re ǫs = 10.4, i.e.
ZnO, filling fraction ν = 50%, a frequency of ω/ω0 = 1.1 where ω0 = 2πc/r0 with the vacuum speed
of light c and the scatterer radius r0. The sample width is d = 40r0. The coordinate Z is measured
in units of the sample width, and the pump rate is measured in units of the laser transition rate
γ21.
The first parameter to be changed is the width of the lasing film, which is relatively easily accom-
plished in experiments. In Fig. 5.18 and also in Fig. 5.19 we compare two systems one of width
d = 40r0, as explained above, and the other one at a larger size of d = 80r0. In Fig. 5.18, we show
the correlation length ξ as a function of the pump rate, measured in units of the transition rate γ21,
at the sample surface, i.e. Z = 0.5d. Whereas in Fig. 5.19 the same ξ is now plotted as a function
of the inverse square root of the pump rate. In this graph one again clearly observes the inverse
square root decrease of the correlation length as a function of increasing pump rate. This is in this
particular plot indicated by the linear behavior for small P−1/2. The blue straight lines serve as a
guide to the eye, emphasizing the linear behavior of the correlation length in this plot, as discussed.
In general, one observes an increase of the correlation length at the surface with increasing film
widths, which is related to the fact, the correlation length tends to increase with increasing photon
number, as shown in Fig. 5.10. The larger the width, the larger is the photon density, because then
the surface to volume ratio decreases and hence the loss through the surfaces also decreases with
increasing width.
The next parameter to change is the filling fraction of the scatterers immersed in the host medium.
The corresponding comparisons are found in Fig. 5.20 and Fig. 5.21. The system is characterized
by the standard settings given above, except for filling fractions of ν = 35%, 40%, 45%, 50%, 60%.
In Fig. 5.20 the correlation length as function of pump rate is shown, whereas in Fig. 5.21 the
same ξ is now displayed as a function of the inverse square root of the pump rate. A decrease of
the correlation length with increasing filling fraction is observed, while at the same time the inverse
square root decay can be observed for all filling fraction as seen in Fig. 5.21. It is to be noted, that
for increasing filling fraction close to and above values of ν ∼ 50% the change of ξ becomes more
and more negligible. This behavior reflects the fact, that in this range the limit of densest-packing
of spheres is reached.
In Fig. 5.22 and Fig. 5.23, the random laser system is operated with two different laser light
frequencies, and the resulting correlation length is shown as function of pump rate Fig. 5.22, and
as a function of the inverse square root of the pump rate, Fig. 5.23. A decrease of the frequency
yields somewhat larger values of ξ. The difference of the two curves is largest for small pump rates,
and also the onset of the linear behavior seems to occur at a different pumping. The difference of
the two frequencies is their position relative to a Mie-resonance and will become clearer in the next
subsection, discussing the behavior of the diffusion constant.
The last parameter which is changed in the random laser is the scattering strength of the individual
scatteres embedded in the host medium and hence forming the random medium. In Fig. 5.24 we
display the correlation length ξ as a function of the pump rate, measured in units of the transition
rate γ21, at the sample surface, i.e. Z = 0.5d, as a comparison for real parts of the dielectric constant
given by ǫs = 10.4 (ZnO-reference) and ǫs = 9.0. And in Fig. 5.25, the same ξ is now displayed as
a function of the inverse square root of the pump rate. The rather large effect on the correlation
length can again be traced back to the behavior of the Mie-resonances, which change their position
as function of scattering strength. This is shown in Fig. 5.30 and Fig. 5.31 in the next subsection,
and will also be discussed there.
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Figure 5.18: Correlation length ξ as a function of the pump rate, measured in units of the inverse
square root of the transition rate γ21, at the sample surface, i.e. Z = 0.5d. The sample width is
set to be d = 40r0 (black line, also displayed in Fig. 5.12) and d = 80r0 (red line), where r0 is
the radius of the scatterers, the frequency is ω/ω0 = 1.1 and the filling fraction is in both samples
ν = 50%.
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Figure 5.19: Correlation length ξ as a function of the inverse square root of the pump rate, measured
in units of the inverse square root of the transition rate γ21, at the sample surface, i.e. Z = 0.5d,
c.f. Fig. 5.17.
The blue lines serve as a guide to the eye, emphasizing the linear behavior of the correlation length
in this plot. This clearly reveals an inverse square root behavior of ξ as a function of pumping above
threshold.
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Figure 5.20: The correlation length ξ is shown as a function of the pump rate, measured in units of
the transition rate γ21, at the sample surface, i.e. Z = 0.5d. The filling fraction is changed from
ν = 35% up to ν = 60% as indicated in the legend. The reference data for ν = 50% have also been
presented above in Fig. 5.12.
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Figure 5.21: The correlation length ξ is displayed as a function of the inverse square root of the pump
rate, measured in units of the transition rate γ21, at the sample surface, i.e. Z = 0.5d, c.f. Fig.
5.20. The filling fraction is changed from ν = 35% up to ν = 60% as indicated in the legend. The
reference data for ν = 50% have also been presented above in Fig. 5.12. The linear behavior found
here for small P−1/2 reveals the inverse square root decay of the correlation length as a function of
increasing pump rate.
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Figure 5.22: Correlation length ξ as a function of the pump rate, measured in units of the transition
rate γ21, at the sample surface, i.e. Z = 0.5d. The sample width is set to be d = 40r0, where r0 is
the radius of the scatterers, the frequency is chosen as ω/ω0 = 1.1 and 1.0 respectively as indicated
in the legend. For both systems the filling fraction is ν = 50%. The reference data for ω/ω0 = 1.1
have also been presented above in Fig. 5.12.

1 2 3 4

P
-1/2

   [ γ
 21

-1/2
 ]

1

2

3

4

ξ 
  [

 d
 ]

ω / ω
 0
 = 1.1

ω / ω
 0
 = 1.0

Figure 5.23: Correlation length ξ as a function of the inverse square root of the pump rate, measured
in units of the inverse square root of the transition rate γ21, at the sample surface, i.e. Z = 0.5d,
c.f. Fig. 5.22. The sample width is set to be d = 40r0, where r0 is the radius of the scatterers, the
frequency is ω/ω0 = 1.1 and 1.0 respectively as indicated in the legend. For both systems the filling
fraction is ν = 50%.
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Figure 5.24: Correlation length ξ as a function of the pump rate, measured in units of the transition
rate γ21, at the sample surface, i.e. Z = 0.5d. The sample width is set to be d = 40r0, where r0 is
the radius of the scatterers, the frequency is chosen as ω/ω0 = 1.1. The real part of the dielectric
function of the scatterers is chosen as ǫs = 10.4 (ZnO) and as ǫs = 9.0 respectively as indicated in
the legend. The filling fraction is ν = 50% for both systems. The reference data for ǫs = 10.4 have
also been presented above in Fig. 5.12.
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Figure 5.25: Correlation length ξ as a function of the inverse square root of the pump rate, measured
in units of the transition rate γ21, at the sample surface, i.e. Z = 0.5d, c.f. Fig. 5.24. The sample
width is set to be d = 40r0, where r0 is the radius of the scatterers, the frequency is ω/ω0 = 1.1. The
real part of the dielectric function of the scatterers is chosen as ǫs = 10.4 (ZnO) and as ǫs = 9.0
respectively as indicated in the legend. The filling fraction is ν = 50% for both systems.
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5.7.3 Behavior of the Diffusion Coefficient for Various System Parame-
ters

In this subsection the discuss the behavior of the self-consistently calculated diffusion constant D
for a random lasing system of finite width as the various system parameters are changed. The
reference system to which we always compare is the one, presented in detail in the first subsection
and characterized by the experimentally relevant parameters: Re ǫs = 10.4, i.e. ZnO, filling fraction
ν = 50%, a frequency of ω/ω0 = 1.1 where ω0 = 2πc/r0 with the vacuum speed of light c and the
scatterer radius r0. The sample width is d = 40r0. The coordinate Z is measured in units of the
sample width, and pump rate is measured in units of the laser transition rate γ21.
The first parameter to be changed is again the width of the lasing film, which is relatively easily
accomplished in experiments. In Fig. 5.26 and also in Fig. 5.27 we compare two systems one of
width d = 40r0, as explained above, and the other one at a larger size of d = 80r0.
In Fig. 5.26, we show the full, self-consistently calculated diffusion coefficient D as a function of
Z across the sample width for a typical pump rate of P/γ21 = 2. Whereas in Fig. 5.27 the full
and self-consistent diffusion constant D in units of the bare diffusion constant D0 is displayed, i.e.
the ratio D/D0, as a function of the coordinate Z across the film width, Z is measured in units
of the film width d. The diffusion coefficient measures how fast a given mode propagates within
the sample and out of it, and can experimentally measured. Here the unit of D is r0c, where r0

is the radius of the scatterers and c is the vacuum speed of light. The ratio D/D0 measures the
deviation of the full diffusion constant including interference effects from a purely diffusive system
with no Cooperons contributions. Fig. 5.26 shows that with increasing sample width, the diffusion
coefficient remains practically unchanged, since the relative change observed in the graph is of the
same order as the accuracy, involved in the numerical evaluation, i.e. 10−5. Also the ratio D/D0,
Fig. 5.27, remains practically unchanged when the size of the lasing film is doubled. This had to
be expected since the diffusion is mainly governed by bulk properties, which of course are invariant
under a change of system size. This however is in contrast to for instance the correlation length,
which changes significantly, as the system size changes.
The next parameter to change is the filling fraction of the scatterers immersed in the host-medium.
The corresponding comparisons are found in Fig. 5.28 and Fig. 5.29. The system is characterized
by the standard settings given above, except for filling fractions of ν = 40% and ν = 50%. In Fig.
5.28 the full, self-consistently calculated diffusion coefficient D as a function of Z across the sample
width for pump rate P/γ21 = 2 is shown. With increasing sample width, the diffusion coefficient is
decreasing, which is due to the increasing amount of multiple scattering in the more densely packed
system. In Fig. 5.29 the ratio D/D0 is displayed for the same system. As discussed above, also
the ratio D/D0 decreases with increasing filling fraction ν. Since the stronger scattering also favors
interference effects. Therefore the localization effects, i.e. Cooperon contributions, are enhanced.
This is again in contrast to the behavior of the correlation length in Fig. 5.20, which is only weakly
affected by a change in the filling fraction.
The next parameter we wish to study is the light frequency ω. To this end, we first present in
Fig. 5.30 the full diffusion coefficient D as a function of light frequency for the two scattering
strengths ǫs = 10.4 and ǫs = 9.0 as needed below and also presented in the previous subsection.
Furthermore, in Fig. 5.31 we show the diffusion coefficient D in units of the bare diffusion constant
D0 which reveals the amplifying character of the Mie-resonances on the Cooperon contributions, i.e.
localization effects are enhanced. Additionally, the two frequencies ω/ω0 = 1.0 and ω/ω0 = 1.1 are
indicated at which the random laser will be operated. In both graphs, the Mie-resonances and their
decreasing influence on the diffusion constant is clearly visible. These graphs serve as reference for
the lasing systems below.
Fig. 5.32 shows the diffusion coefficient D of the random laser comparing frequencies ω/ω0 = 1.1 and
ω/ω0 = 1.0. With a lower frequency, i.e. a frequency which is closer to an internal Mie-resonance,
the light propagation is slowed down since light now remains partially trapped in such resonances
as illustrated in Fig. 5.31. Fig. 5.33 demonstrates, that the interference effects are the stronger
increased the closer the light frequency is to the resonance. The effects originating from interference
phenomena are more than a factor of 4 stronger for ω/ω0 = 1.0.
The last parameter which is changed in the random laser is the scattering strength of the individual
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scatteres embedded in the host medium and hence forming the random medium. In Fig. 5.34 and
Fig. 5.35 we display the diffusion coefficient D ( D/D0 ) as a function of Z across the sample
width for pump rate P/γ21 = 2 as a comparison for real parts of the dielectric constant given by
Re ǫs = 10.4 (ZnO-reference) and Re ǫs = 9.0. The rather large influence of D and D/D0 when
changing Re ǫs, is solely due to the fact that the Mie-resonances shift as the scattering is changed, and
therefore by comparing the same frequency for both systems results in one off-resonant measurement
and in one resonant measurement. That explains the observed behavior. With decreasing ǫs, in Fig.
5.34, the position of the internal Mie-resonances is changed along the frequence axis. This effect
is illustrated above in Fig. 5.31. Therefore the light propagation is slowed down since light now
remains partially trapped in such resonances.
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Different Widths
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Figure 5.26: The full, self-consistently calculated diffusion coefficient D as a function of Z across
the sample width for pump rate P/γ21 = 2. The sample width is set to be d = 40r0 and d = 80r0

respectively as indicated in the legend, where r0 is the radius of the scatterers. The reference data
for ǫs = 10.4 (ZnO) have also been presented above in Fig. 5.14.
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Figure 5.27: The full and self-consistent diffusion constant D in units of the bare diffusion constant
D0 is shown as a function of Z across the sample width for pump rate P/γ21 = 2. The sample width
is set to be d = 40r0 and d = 80r0 respectively as indicated in the legend , where r0 is the radius of
the scatterers. As discussed in the text, also the ratio D/D0 remains practically unchanged, since the
relative change observed in the graph is of the same order as the accuracy, involved in the numerical
evaluation. This implies that interference effects do not change as a function of the sample width.
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5.7.4 Different Filling Fractions

-0.5 -0.25 0 0.25 0.5
Z   [ d ]

0.35

0.4

0.45

0.5

D
   

[ r
 0
 c

 ]

ν = 50 %
ν = 40 %

Figure 5.28: The full, self-consistently calculated diffusion coefficient D is displayed as a function
of Z across the sample width for pump rate P/γ21 = 2. With increasing sample width, the diffusion
coefficient is decreasing, which is due to the increasing amount of multiple scattering in the more
densely packed system. The reference data for ǫs = 10.4 (ZnO) have also been presented above in
Fig. 5.14.
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Figure 5.29: Full and self-consistent diffusion constant D in units of the bare diffusion constant
D0 as a function of Z across the sample width for pump rate P/γ21 = 2. The filling fraction is
ν = 50% and ν = 40% respectively as indicated in the legend. As discussed in the text, also the ratio
D/D0 decreases with increasing filling fraction ν, since a stronger scattering also favors interference
effects.
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Different Light Frequencies ω
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Figure 5.30: Full, self-consistently calculated diffusion coefficient D in units of the bare diffusion
constant D0 for pump rate P/γ21 = 0 as a function of light frequency. The Mie-resonances and
their decreasing influence of the diffusion constant is clearly visible. This graph serves as reference
for the lasing systems below.
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Figure 5.31: Full, self-consistently calculated diffusion coefficient D for pump rate P/γ21 = 0 as a
function of light frequency. The red and blue line represent the frequencies ω/ω0 = 1.0, ω/ω0 = 1.1
respectively, at which the lasing system has been evaluated in the following. The frequency ω/ω0 = 1.0
is located within the Mie-resonance, whereas the ω/ω0 = 1.1 is off-resonance. This black graph serves
as reference for the lasing systems below. The displayed green line for ǫs = 9.0 will be discussed
below, please note here that at frequency ω/ω0 = 1.1 the interference contributions are stronger as
compared to the ZnO system with ǫs = 10.4, an effect which is purely due to the different position
of the Mie-resonances along the frequence axis.
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Figure 5.32: The full, self-consistently calculated diffusion coefficient D is displayed as a function
of Z across the sample width for pump rate P/γ21 = 2. The light frequency is ω/ω0 = 1.1 and
ω/ω0 = 1.0 respectively, as indicated in the legend. At the lower frequency, i.e. a frequency which
is closer to an internal Mie-resonance, the light propagation is slowed down since light now remains
partially trapped in such resonances. This effect is illustrated above in Fig. 5.31. The reference data
for ω/ω0 = 1.1 have also been presented above in Fig. 5.14.
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Figure 5.33: The full and self-consistent diffusion constant D in units of the bare diffusion constant
D0 is shown as a function of Z across the sample width for pump rate P/γ21 = 2. The light frequency
is ω/ω0 = 1.1 and ω/ω0 = 1.0 respectively, as indicated in the legend. At the lower frequency, i.e.
a frequency which is closer to an internal Mie-resonance, c.f. Fig. 5.31, an increase of interference
effects is observed from roughly 4.8 % up to ca. 20.0 %. The effects originating from interference
phenomena are therefore more than a factor of 4 stronger.
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Different scattering strength Re ǫs
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Figure 5.34: Full, self-consistently calculated diffusion coefficient D as a function of Z across the
sample width for pump rate P/γ21 = 2. The real part of the dielectric function of the scatterers is
chosen as ǫs = 10.4 (ZnO) and as ǫs = 9.0 respectively as indicated in the legend.
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Figure 5.35: The full and self-consistent diffusion constant D in units of the bare diffusion constant
D0 is shown as a function of Z across the sample width for pump rate P/γ21 = 2. The real part of
the dielectric function of the scatterers is chosen as ǫs = 10.4 (ZnO) and as ǫs = 9.0 respectively as
indicated in the legend. As discussed in the caption of Fig. 5.34, also c.f. Fig. 5.31, the strong effect
is due to a smaller a distance between the light frequency and the Mie-resonance. With decreasing
frequency offset due to a different dielectric function, an increase of interference effects is observed
from roughly 4.8 % up to ca. 10.5 %. The effects originating from interference phenomena are
therefore more than doubled.
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5.8 Conclusion

We presented in this chapter a theoretical and microscopic model of random lasing. Our theory is
based on the coupling of the semi-classical laser rate equations describing the atomic population
inversion to the microscopic theory of light transport in the presence of optical gain. This transport
theory has been developed here for a system of finite size, resembling an infinitely extended film
geometry, i.e. finite in one spatial dimension but infinite within the plane of the film.
This model represents the logical combination of the work we presented in chapters 3 and 4. Com-
pared to chapter 3, we took into account the finite size of the system, which provides intensity
loss through the surfaces as well as an appropriate theory of laser behavior in terms of the laser
rate equation for a four level laser system. In contrast to chapter 4, we now considered the correct
microscopic description of light intensity transport in such systems.
Therefore we establish a fully self-consistent treatment, of both the transport characteristics via
the self-consistent diffusion coefficient including of course also interference contributions on the one
hand, and the fully self-consistent coupling of this intensity transport to laser rate equations.
Of particular interest to us is the stationary laser behavior where the constant and isotropic external
pumping and the emitted light intensity establish a balancing. For this case we showed that the
corresponding microscopic energy-density correlation function always behaves causal as it must.
This fact is due to intensity loss through the samples surface, which therefore stabilizes the lasing
mode. This means that photon density which is generated within the sample via pumping and
amplification, is balanced by the loss of intensity thru the surfaces of the sample. Therefore the
photon density in the sample remains finite at all times. The second major result in this section is
the calculation of the correlation function, describing the spot size of the lasing modes. We find that
the spot size decreases with increasing pumping according to an inverse square root behavior. This
decay of the spot size is in qualitative and even quantitative agreement with experimental data.



Chapter 6

Summary

This thesis is divided in three parts which lead in sum to the description of a Random Laser. First
we developed a transport theory for light in disordered media. This theory is based on a description
of Vollhardt and Wölfle for electrons and it is valid for infinite translational invariant bulk material.
But this description is actually only for certain assumptions valid for the description of a random
laser. This point is discussed in the second part of the thesis. Here a diffusive system coupled to
four-level laser rate equations is solved self-consistently. Finally a self-consistent transport theory
for specimens of finite size is developed and coupled to the laser rate equations. Solving this system
self-consistently includes that the intrinsic gain is also calculated self-consistently and not included
by an external parameter. All three parts of this thesis give (valid in their regimes) striking evidence
to the size of the correlation length and thus the lasing volume, which has been compared to the
experimental determined spot size. We find an inverse square root decay of the correlation length.
Additionally we derive a linearly increasing photon number well above the lasing threshold by
solving this theory. These results show, that the theory is capable of describing the random laser
experiments. Finally our calculations show the importance of the interference effects for the onset of
lasing. We see that the Cooperons contribute the more the frequency approaches the Mie-resonances.
This is an important remark in the discussion whether localization is or is not important for the
onset of random lasing.
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Appendix A

Dyson Equations

In 3 dimensional media the following general relations hold

G(~r, z;~r ′, z ′;ω) = G0(~r, z;~r ′, z ′;ω) (A.1)

+

∫
dr1

∫
dr2G(~r, z;~r2, z2;ω)Σ(~r2, z2;~r3, z3;ω)

×G(~r3, z3;~r
′, z ′;ω)

Since all the above functions are averaged quantities, they are translational invariant so that one
can write

G (~r − ~r ′, z − z ′;ω) = G0(~r − ~r ′, z − z ′;ω) + (A.2)∫
dr1

∫
dz1

∫
dr2

∫
dz2G(~r − ~r1, z − z1;ω)Σ(~r1 − ~r2, z1z2;ω)

×G(~r2 − ~r ′, z2 − z ′;ω)

Furthermore, usually one assumes a local selfenergy, i.e. Σ(~r1−~r2, z1z2;ω) = Σ(ω)δ(~r1−~r2)δ(z1−z2)
which is then momentum independent in momentum space:

G (~r − ~r ′, z, z ′;ω) = G0(~r − ~r ′, z, z ′;ω) + (A.3)∫
dr1

∫
dz1

∫
dr2

∫
dz2G(~r − ~r1, z, z1;ω)

×Σ(ω)δ(~r1 − ~r2)δ(z1 − z2)G(~r2 − ~r ′, z2, z
′;ω)

Therefore the integrals regarding ~r1 and z1 can be solved resulting in

G (~r − ~r ′, z − z ′;ω) = G0(~r − ~r ′, z − z ′;ω) + (A.4)∫
dr2

∫
dz2G(~r − ~r2, z − z2;ω)Σ(~r2, z2)G(~r2 − ~r ′, z2 − z ′;ω)

For the not averaged Green’s function, we obtain from the wave equation the following relation

G̃ (~r, z;~r′, z′;ω) = G̃0(~r, z;~r′, z′;ω) + (A.5)∫
dr2

∫
dz2G̃0(~r, z;~r2, z2;ω)σ(~r2, z2;ω)G̃(~r2, z2;~r

′, z ′;ω)

where the shorthand notation for the “scattering potential” σ(~r2, z2;ω) has been introduced accord-
ing to

σ(~r2, z2;ω) = −(ǫ0 − ǫ(~r2, z2))
ω2

c2
(A.6)

85



86 APPENDIX A. DYSON EQUATIONS

Taking the disorder average of the above Dyson equation, Eq. (A.5) we arrive at

〈G̃ (~r, z;~r′, z′;ω)〉 = G̃0(~r, z;~r′, z′;ω) + (A.7)∫
dr2

∫
dz2G̃0(~r, z;~r2, z2;ω)〈σ(~r2, z2;ω)G̃(~r2, z2;~r

′, z ′;ω)〉

where 〈. . .〉 denotes the disorder average. Comparing this result, Eq. (A.7), with the above Dyson
equation for disorder averaged Green’s function G, Eq. (A.4), we obtain the relation

〈σ(~r2, z2;ω)G̃(~r2, z2;~r
′, z ′;ω)〉 =

∫
dr1Σ(~r2, z2;~r1, z1;ω)G(~r1, z1;~r

′, z ′;ω)

(A.8)

Now let us return to the wave equation for the not disorder-averaged Green’s function for the
particular film-geometry, i.e. from here on the translational invariance in z-direction is explicitely
broken

(∂2
x + ∂2

y + ∂2
z +

ǫb

c2
ω2 − σ(~r, z))G̃(~r, z;~r ′, z′;ω) = δ(~r − ~r ′)δ(z − z′). (A.9)

Taking here the disorder average of Eq. (A.9), we obtain

(∂2
x + ∂2

y + ∂2
z +

ǫb

c2
ω2)〈G̃(~r, z, ~r ′, z′;ω)〉 − 〈σ(~r, z)G̃(~r, z;~r ′, z′;ω)〉

= δ(~r − ~r ′)δ(z − z′) (A.10)

With the above identification as derived in Eq. (A.8), this may be written as

(∂2
x + ∂2

y + ∂2
z +

ǫb

c2
ω2)G(~r − ~r ′, z, z′;ω)

−
∫

dr1

∫
dz1Σ(~r, z;~r1, z1;ω)G(~r1, z1;~r

′, z ′;ω)

= δ(~r − ~r ′)δ(z − z′) (A.11)

where we used G(~r−~r ′, z, z′;ω) ≡ 〈G̃(~r, z, ~r ′, z′;ω)〉. Now we use again the local approximation for
the self-energy, i.e.

Σ(~r, z;~r1, z1;ω) = Σ(ω) · δ(~r − ~r1)δ(z − z1) (A.12)

and take the Fourier transform of Eq. (A.11), we eventually arrive at

(
ǫb

c2
ω2 − q2 + ∂2

z )G(~q, z, z′;ω) − Σ(ω)G(~q, z, z ′;ω) = δ(z − z′) (A.13)

or equivalently at the expression

(
ǫb

c2
ω2 − q2 − Σ(ω) + ∂2

z )G(~q, z, z′;ω) = δ(z − z′) (A.14)

This equation, Eq. (A.14), may be used to define an operator, which is the inverse of ( ǫb

c2 ω2 − q2 −
Σ(ω) + ∂2

z ). This operator defined as Ĝ(~q, z, z′;ω) may then be written as

Ĝ(~q, z, z′;ω) =
δ(z − z′)

ǫb

c2 ω2 − q2 − Σ(ω) + ∂2
z

(A.15)

Since the context in which the Green’s function operator appears is always uniquely determining
whether Ĝ(~q, z, z′;ω), Eq. (A.15), or rather G(~q, z, z′;ω), Eq. (A.14), is meant, we subsequently
will use the notation G(~q, z, z′;ω) = Ĝ(~q, z, z′;ω).
The position space representation of the above Operator G(~q, z, z′;ω), Eq. (A.15), may analytically
be found by explictly solving the above differential equation, Eq. (A.14). The solution is presented
below.



Appendix B

Disorder Averaged Full

Single-Particle Green’s Function

The free Green’s function G0(~r, z;ω) is defined by

(∂2
x + ∂2

y + ∂2
z +

ǫb

c2
ω2)G0(~r, z;~r ′, z′;ω) = δ(~r − ~r ′)δ(z − z′) (B.1)

which can be written

(−q2 + ∂2
z +

ǫb

c2
ω2)G0(~q, z; z′;ω) = δ(z − z′) (B.2)

Also relevant to us is G0(~q, z, z;ω) obeying

(−q2 + ∂2
z +

ǫb

c2
ω2)G0(~q, z, z;ω) = 1 (B.3)

Therefore we can write for the operator G−1
0 (~q, z, z;ω)

G−1
0 (~q, z;ω) = (

ǫb

c2
ω2 − q2 + ∂2

z ) (B.4)

On the other hand Eq. (B.3) can be written as

∂2
zG0(~q, z, z;ω) = 1 − (

ǫb

c2
ω2 − q2)G0(~q, z, z;ω) (B.5)

This differential equation has the general solution

G0(~q, z, z;ω) =
1

ǫb

c2 ω2 − q2 + iO (B.6)

+c1 sin

(
z

√
ǫb

c2
ω2 − q2

)

+c2 cos

(
z

√
ǫb

c2
ω2 − q2

)

In Eq. (B.5) the coefficient of G0 on the r.h.s. is independent of z, i.e. the curvature is fixed,
hence it follows that as boundary conditions only the value of G0 at the boundaries z = ±d/2
can be chosen (Dirichlet boundary conditions). In the following we will always consider symmetric
conditions w.r.t. z, therefore we require
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G0(~q, z = ±d/2;ω) = R (B.7)

where the value of R will be specified later. With such boundary conditions, the Green’s function
G0(~q, z;ω) is calculated to be

G0(~q, z, z;ω) =
1

ǫb

c2 ω2 − q2 + iO (B.8)

+

(
R − 1

ǫb

c2 ω2 − q2 + iO

)
cos

(
z
√

ǫb

c2 ω2 − q2
)

cos
(
d/2 ·

√
ǫb

c2 ω2 − q2
)

The same line of arguments applies also to the case of the disorder averaged full Green’s function
G(~q, z;ω), which contains the selfenergy Σ(ω). The detailed discussion regarding the full disorder
averaged Green’s function is presented below and justifies the following.
In conlusion, we find for the disorder-averaged single particle Green’s functions the following ex-
pressions

G−1
0 (~q, z, z;ω) = (

ǫb

c2
ω2 − q2 + ∂2

z ) (B.9)

G−1(~q, z, z;ω) = (
ǫb

c2
ω2 − q2 − Σ(ω) + ∂2

z ) (B.10)

and for z−coordinate space representation of these Green’s function operators, we find, as discussed
in detail above, the following expressions

G0(~q, z, z;ω) =
1

ǫb

c2 ω2 − q2 + iO (B.11)

+

(
R − 1

ǫb

c2 ω2 − q2 + iO

)
cos

(
z
√

ǫb

c2 ω2 − q2
)

cos
(
d/2 ·

√
ǫb

c2 ω2 − q2
)

as well as

G(~q, z, z;ω) =
1

ǫb

c2 ω2 − q2 − Σ(ω)
(B.12)

+

(
R − 1

ǫb

c2 ω2 − q2 − Σ(ω)

)
cos

(
z
√

ǫb

c2 ω2 − q2 − Σ(ω)
)

cos
(
d/2 ·

√
ǫb

c2 ω2 − q2 − Σ(ω)
)

Please note that G(~q, z, z;ω) determines the local density of states N(ω, z), the so-called LDOS, of
the system via the relation

N(ω, z) = ωIm

∫
d2~q

(2π)2
G(~q, z, z;ω). (B.13)

B.1 Analytic Calculation of G(~r, ~r ′ )

This section is concerned with the analytical calculation of the disorder averaged full single-particle
Green’s function G(~q, z, z′;ω). As seen above the position space representation of the full Green’s
function is obtained by solving the equation

(
ǫb

c2
ω2 − q2 + ∂2

z )G(~q, z, z′;ω) − Σ(ω)G(~q, z, z ′;ω) = δ(z − z′) (B.14)

Rewriting
( ǫb

c2
ω2 − q2 − Σ(ω)

)
G(~q, z, z′;ω) + ∂2

zG(~q, z, z′;ω) = δ(z − z′) (B.15)
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∂2
zG(~q, z, z′;ω) = δ(z − z′) −

( ǫb

c2
ω2 − q2 − Σ(ω)

)
G(~q, z, z′;ω), (B.16)

we recognize this as a differential equation, which is to be solved using boundary conditions of the
Dirichlet type, i.e. we have to specify the following (symmetric) boundary conditions

G(z = +
d

2
) = R G(z = −d

2
) = R (B.17)

where d is the width of the sample and the explicit value of R, the value of the Green’s function at
the surface, will be specified later.
We start the solution by first considering the case z 6= z′, where the delta-function does not con-
tribute. There, the differential equation reduces to

∂2
zG(~q, z, z′;ω) +

[ ǫb

c2
ω2 − q2 − Σ(ω)

]
G(~q, z, z′;ω) = 0. (B.18)

The solution is obviously given by

G(~q, z, z′;ω) = +A cos

(√[ ǫb

c2
ω2 − q2 − Σ(ω)

]
z

)

+B sin

(√[ ǫb

c2
ω2 − q2 − Σ(ω)

]
z

)
(B.19)

with coefficients A and B to be determinded by the boundary conditions. These coefficients will, of
course, be functions of (z′, q, ω), i.e.

A ≡ A(z′, q, ω) and B ≡ B(z′, q, ω). (B.20)

The two regimes with z < z′ and z > z′ will be treated separately, the reason for this will become
clear below. Strictly speaking we therefore start with an ansatz

G(~q, z, z′;ω) =





C1 cos (
√

az) + C2 sin (
√

az) z < z′

C3 cos (
√

az) + C4 sin (
√

az) z > z′
(B.21)

where the abbreviation a =
[

ǫb

c2 ω2 − q2 − Σ(ω)
]

has been introduced together with the coefficients,
still to be determined, C1, C2, C3 and C4.
For z < z′ we find the boundary condition at the lower bound z = −d

2

G(~q, z = −d

2
, z′;ω) = +C1 cos

(√[ ǫb

c2
ω2 − q2 − Σ(ω)

]
(−d

2
)

)

+C2 sin

(√[ ǫb

c2
ω2 − q2 − Σ(ω)

]
(−d

2
)

)
(B.22)

= R (B.23)

or in a clearer form

R = +C1 cos

(√[ ǫb

c2
ω2 − q2 − Σ(ω)

]d

2

)

−C2 sin

(√[ ǫb

c2
ω2 − q2 − Σ(ω)

]d

2

)
. (B.24)

The case G(~q, z = d
2 , z′;ω) = R is not to be considered, since we required z < z′ and for z = d

2 , i.e.
z at the upper boundary, z′ will not be within the allowed interval of z-values.
Considering the second regime z > z′, we find the boundary condition at upper bound

G(~q, z = +
d

2
, z′;ω) = +C3 cos

(√[ ǫb

c2
ω2 − q2 − Σ(ω)

]d

2

)

+C4 sin

(√[ ǫb

c2
ω2 − q2 − Σ(ω)

]d

2

)
(B.25)

= R (B.26)
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or again rewritten

R = +C3 cos

(√[ ǫb

c2
ω2 − q2 − Σ(ω)

]d

2

)

+C4 sin

(√[ ǫb

c2
ω2 − q2 − Σ(ω)

]d

2

)
(B.27)

The case G(~q, z = −d
2 , z′;ω) = R is again not to be considered, since we required z > z′ and for

z = −d
2 , i.e. z at the lower boundary, z′ will not be within allowed interval of z-values. This is in

complete analogy to the above.
So far, we have two equations, Eq. (B.24) and Eq. (B.27), for the four unknown coefficients
C1, C2, C3 and C4.
The third equation is obtained by requiring that the Green’s function ought to be continuously at
z = z′, i.e. we have to require

C3 cos

(√[ ǫb

c2
ω2 − q2 − Σ(ω)

]
z′

)
+ C4 sin

(√[ ǫb

c2
ω2 − q2 − Σ(ω)

]
z′

)

= (B.28)

C1 cos

(√[ ǫb

c2
ω2 − q2 − Σ(ω)

]
z′

)
+ C2 sin

(√[ ǫb

c2
ω2 − q2 − Σ(ω)

]
z′

)

The fourth and final equation regards the discontinuity of the first derivative of G(~q, z, z′;ω). To
find this condition we go back to the defining differential equation in Eq. (B.16) and integrate this
equation over z from z′− ǫ to z′ + ǫ, where ǫ is a small positive quantity, and taking the limit ǫ → 0

lim
ǫ→0

∫ z′+ǫ

z′−ǫ

dz∂2
zG(~q, z, z′;ω) = lim

ǫ→0

∫ z′+ǫ

z′−ǫ

dzδ(z − z′) (B.29)

− lim
ǫ→0

∫ z′+ǫ

z′−ǫ

dz
( ǫb

c2
ω2 − q2 − Σ(ω)

)
G(~q, z, z′;ω),

which yields

∂zG(~q, z′ + ǫ, z′;ω) − ∂zG(~q, z′ − ǫ, z′;ω) = 1 (B.30)

because the second term on the r.h.s. of Eq. (B.29) vanishes in the limit ǫ → 0 since it becomes an
integral over a single point. The first term on the l.h.s of Eq. (B.30) clearly refers to the regime
z > z′, where as the second term on the l.h.s. refers to the case z < z′. Therefore Eq. (B.30)
constitutes the fourth condition on the coefficients, which reads

−
√[ ǫb

c2
ω2 − q2 − Σ(ω)

]
C3 sin

(√[ ǫb

c2
ω2 − q2 − Σ(ω)

]
z′

)

+

√[ ǫb

c2
ω2 − q2 − Σ(ω)

]
C4 cos

(√[ ǫb

c2
ω2 − q2 − Σ(ω)

]
z′

)

− {−
√[ ǫb

c2
ω2 − q2 − Σ(ω)

]
C1 sin

(√[ ǫb

c2
ω2 − q2 − Σ(ω)

]
z′

)

+

√[ ǫb

c2
ω2 − q2 − Σ(ω)

]
C2 cos

(√[ ǫb

c2
ω2 − q2 − Σ(ω)

]
z′

)
}

= 1 (B.31)

or equivalently the fourth condition on the four coefficients reads
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−C3 sin

(√[ ǫb

c2
ω2 − q2 − Σ(ω)

]
z′

)
+ C4 cos

(√[ ǫb

c2
ω2 − q2 − Σ(ω)

]
z′

)

+C1 sin

(√[ ǫb

c2
ω2 − q2 − Σ(ω)

]
z′

)
− C2 cos

(√[ ǫb

c2
ω2 − q2 − Σ(ω)

]
z′

)

=
1√[

ǫb

c2 ω2 − q2 − Σ(ω)
] (B.32)

Hence the four coefficients C1(z
′, q, ω), C2(z

′, q, ω), C3(z
′, q, ω) and C4(z

′, q, ω) are related by the
four equations Eqs. (B.24), (B.27), (B.28) and (B.32). The rather lengthy solution of this system
of equations can be done and yields the following results.

C1(z
′, q, ω) =

2
√

aR + sin
(√

a
(
z′ − d

2

))

2
√

a cos
(√

ad
2

) (B.33)

C2(z
′, q, ω) =

sin
(√

a
(
z′ − d

2

))

2
√

a sin
(√

ad
2

) (B.34)

C3(z
′, q, ω) =

2
√

aR − sin
(√

a
(
z′ + d

2

))

2
√

a cos
(√

ad
2

) (B.35)

C4(z
′, q, ω) =

sin
(√

a
(
z′ + d

2

))

2
√

a sin
(√

ad
2

) (B.36)

With the above calculated coefficients C1(z
′, q, ω), C2(z

′, q, ω), C3(z
′, q, ω) and C4(z

′, q, ω) the full
Green’s function for light waves propagating within the disordered slab geometry is finally deter-
mined as

G(~q, z, z′;ω) =





C1(z
′, q, ω) cos (

√
az) + C2(z

′, q, ω) sin (
√

az) z < z′

C3(z
′, q, ω) cos (

√
az) + C4(z

′, q, ω) sin (
√

az) z > z′

(B.37)

with coefficients as shown in Eqs. (B.33-B.36), furthermore we used again the shorthand notation
a =

[
ǫb

c2 ω2 − q2 − Σ(ω)
]
.
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Appendix C

Two Particle Green’s Function -

The Intensity Correlator

Here we want to consider the expression for the intensity 〈EE∗〉, expressed in terms of single-particle
Green’s functions, where 〈. . .〉 refers to the disorder average. This uses the relation between the
electric field and the Green’s function as given by

E(~r, z;ω) =

∫
dr′

∫
dz′G(~r, z;~r ′, z′;ω)j(~r ′, z′;ω). (C.1)

where the current j(~r ′, z′;ω) represents the source of the field E as described by Maxwell’s equations.
Therefore the intensity correlation 〈EE∗〉 reads

〈E(~r, z;ω)E∗(~r ′, z′;ω′)〉 = (C.2)∫
dr′′

∫
dz′′

∫
dr′′′

∫
dz′′′〈G̃(~r, z;~r ′′, z′′;ω)G̃∗(~r ′, z′;~r ′′′, z′′′;ω′)

×j(~r ′′, z′′;ω)j∗(~r ′′′, z′′′;ω′)〉

and finally by utilizing the fact that the sources do not depend on the particular disorder realization

〈E(~r, z;ω)E∗(~r ′, z′;ω′)〉 = (C.3)∫
dr′′

∫
dz′′

∫
dr′′′

∫
dz′′′〈G̃(~r, z;~r ′′, z′′;ω)G̃∗(~r ′, z′;~r ′′′, z′′′;ω′)〉

×j(~r ′′, z′′;ω)j∗(~r ′′′, z′′′;ω′)

From these considerations it becomes clear to define the disorder averaged two-particle Green’s
function Γ as

Γ(~r, ~r ′′, ~r ′, ~r ′′′; z, z′′, z′, z′′′;ω, ω′) := 〈G̃(~r, z;~r ′′, z′′;ω)G̃∗(~r ′, z′;~r ′′′, z′′′;ω′)〉
(C.4)

For later use, we calculate at this point the Fourier transform of Γ, where we use the partial Fourier
transform within the (x, y)-plane only, as defined in above

Γ(~r, ~r ′′, ~r ′, ~r ′′′; z, z′′, z′, z′′′;ω, ω′) =

∫
d2q

(2π)2

∫
d2q′′

(2π)2

∫
d2q′

(2π)2

∫
d2q′′′

(2π)2

×e+i~q·~re−i~q ′′·~r ′′

e−i~q ′·~r ′

e+i~q ′′′·~r ′′′

×〈G̃(~q, z; ~q ′′, z′′;ω)G̃∗(~q ′, z′; ~q ′′′, z′′′;ω)〉 (C.5)
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where we identify

Γ(~q, ~q ′′, ~q ′, ~q ′′′; z, z′′, z′, z′′′;ω, ω′) = 〈G̃(~q, z; ~q ′′, z′′;ω)G̃∗(~q ′, z′; ~q ′′′, z′′′;ω)〉
(C.6)

Observing that the disorder averaged quantity within the (x, y)-plane is clearly translational invari-
ant, we can further write, by extracting the corresponding delta function,

Γ(~q, ~q ′′, ~q ′, ~q ′′′; z, z′′, z′, z′′′;ω, ω′) = (C.7)

(2π)2δ(~q − ~q ′′ − ~q ′ + ~q ′′′)Γ(~q, ~q ′′, ~q ′, ~q ′′′; z, z′′, z′, z′′′;ω, ω′)

From this result it becomes advisable to introduce new momenta by the relations

~Q := ~q − ~q ′ (C.8)

~Q ′ := ~q ′′ − ~q ′′′ (C.9)

~p :=
1

2
(~q + ~q ′) (C.10)

~p ′ :=
1

2
(~q ′′ + ~q ′′′) (C.11)

The inverse transformation is then given by

~q = ~p +
1

2
~Q (C.12)

~q ′ = ~p − 1

2
~Q (C.13)

~q ′′ = ~p ′ +
1

2
~Q ′ (C.14)

~q ′′′ = ~p ′ − 1

2
~Q ′ (C.15)

By using the above transformation given in Eqs. (C.8)-(C.11), we can rewrite Eq. (C.3)

〈E(~r, z;ω)E∗(~r ′, z′;ω′)〉 = (C.16)
∫

dr′′
∫

dz′′
∫

dr′′′
∫

dz′′′
∫

d2p

(2π)2

∫
d2p′

(2π)2

∫
d2Q

(2π)2

∫
d2Q′

(2π)2

×e+i(~p+~Q/2)·~re−i(~p ′+~Q ′/2)·~r ′′

e−i(~p−~Q/2)·~r ′

e+i(~p ′−~Q ′/2)·~r ′′′

×(2π)2δ(~q − ~q ′′ − ~q ′ + ~q ′′′)Γ(~q, ~q ′′, ~q ′, ~q ′′′; z, z′′, z′, z′′′;ω, ω′)

×δ(~r ′′ − ~r ′′′)δ(z′′ − z′′′)J(~r ′′, z′′) (C.17)

where we have used

j(~r ′′, z′′;ω)j∗(~r ′′′, z′′′;ω′) = δ(~r ′′ − ~r ′′′)δ(z′′ − z′′′)J(~r ′′, z′′). (C.18)

By integration we obtain

〈E(~r, z;ω) E∗(~r ′, z′;ω′)〉 =

∫
dz′′

∫
d2p

(2π)2

∫
d2p′

(2π)2

∫
d2Q

(2π)2
(C.19)

×e+i~p·(~r−~r ′)e−i ~Q/2·(~r+~r ′)Γp p′( ~Q ′′′; z, z′′, z′, z′′;ω, ω′)J( ~Q, z′′)
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In analogy to the transformation in momentum space shown in Eqs. (C.8)-(C.11), we now define a
similar transformation with respect to the
temporal coordinates, i.e. the frequencies according to

ω̃ :=
1

2
(ω + ω′) (C.20)

Ω := (ω − ω′) (C.21)

with the corresponding inverse transformation

ω = ω̃ +
1

2
Ω (C.22)

ω′ = ω̃ − 1

2
Ω (C.23)

Using the above defined transformation we may eventually find

〈 E(~r, z;ω +
Ω

2
)E∗(~r ′, u;ω − Ω

2
)〉 = (C.24)

∫
dz′′

∫
d2p

(2π)2

∫
d2p′

(2π)2

∫
d2Q

(2π)2
e+i~p·(~r−~r ′)e−i ~Q/2·(~r+~r ′)

×Γω
p p′( ~Q; z, z′′;u, z′′; Ω)J( ~Q, z′′)

Therefore we will consider in the following only the two-particle Green’s function Γω
p p′( ~Q; z, z′;u, u′′; Ω).

It can be shown, see Appendix C, that this quantity obeys the following equation, the so-called
Bethe-Salpeter equation

Γω
p p′( ~Q,Ω; z, z′;u, u′) = Gω+

p+
( ~Q,Ω; z, z′)

(
Gω−

p−

)∗

( ~Q,Ω;u, u′)

×
[
δ (~p − ~p ′) (C.25)

+

∫
dz′′

∫
dz′′′

∫
du′′

∫
du′′′

∫
d2p′′

2π

×Gω+
p+

( ~Q,Ω; z, z′′)
(
Gω−

p−

)∗

( ~Q,Ω;u, u′′)γω
p p′′( ~Q,Ω; z′′, z′′′;u′′, u′′′)

×Γω
p′′ p′( ~Q,Ω; z′′′, z′;u′′′, u′)

]

introducing the so-called irreducible vertex function γω
p p′′( ~Q,Ω; z′′, z′′′;u′′, u′′′).

Since in all applications the correlator with a single starting point appears, we set z′ = u′ and call
this point s in the following. Furthermore, we use now center of mass and relative coordinates for
z as well, for example

Z ′′′ :=
z′′′ + u′′′

2
∆z′′′ := z′′′ − u′′′ (C.26)

Z ′′′ :=
z′′′ + u′′′

2
∆z′′′ := z′′′ − u′′′ (C.27)

Z ′′′ :=
z′′′ + u′′′

2
∆z′′′ := z′′′ − u′′′ (C.28)

Using the abbreviation Z± := Z ± ∆z
2 etc., we can eventually write
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Γω
p p′( ~Q,Ω;Z+, s;Z−, s) = Gω+

p+
( ~Q,Ω;Z+, s)

(
Gω−

p−

)∗

( ~Q,Ω;Z−, s)

×
[
δ (~p − ~p ′) +

∫
dZ ′′

∫
d∆z′′Gω+

p+
( ~Q,Ω;Z+, Z ′′

+)
(
Gω−

p−

)∗

( ~Q,Ω;Z−, Z ′′
−)

×
∫

dZ ′′′

∫
d∆z′′′

∫
d2p′′

2π

×γω
p p′′( ~Q,Ω;Z ′′

+, Z ′′′
+ ;Z ′′

−, Z ′′′
− )Γω

p′′ p′( ~Q,Ω;Z ′′′
+ , s;Z ′′′

− , s)

]

In a last step we will employ a Fourier transformation with respect to ∆z, i.e. we use the transfor-
mation

Γω
p p′( ~Q,Ω;Z, s;Z, s) =

∫
∆z exp (ipz∆z) Γω

p p′( ~Q,Ω;Z+, s;Z−, s) (C.29)

introducing the relative momentum (component) pz. This ensures that the above introduced relative
momentum vector ~p is from now on again a three-dimensional vector. This Fourier transformation
with respect to the relative spatial coordinate even in the z-direction is valid as long as the width
d of the considered film-geometry is large compared to the wavelength of light λ, i.e. if

d ≪ λ (C.30)

is true. In terms of physics, this means that for quantities which change on the scale of the wave-
length, the system is translational invariant even in the finite z-direction. In experiments, this
requirement is perfectly valid, since the wavelength of light is about ∼ 1 µm and the width of the
film is up to ∼ 100 µm.
The result of the Fourier transformation is therefore

Γω
~p ~p ′( ~Q,Ω;Z, s;Z, s) = G

ω+

~p+
( ~Q,Ω;Z, s)

(
G

ω−

~p−

)∗

( ~Q,Ω;Z, s)

×
[
δ (~p − ~p ′) +

∫
dZ ′′G

ω+

~p+
( ~Q,Ω;Z,Z ′′)

(
G

ω−

~p−

)∗

( ~Q,Ω;Z,Z ′′)

×
∫

dZ ′′′

∫
d2p′′

2π
(C.31)

×γω
~p ~p ′′( ~Q,Ω;Z ′′, Z ′′′;Z ′′, Z ′′′)Γω

~p ′′ ~p′( ~Q,Ω;Z ′′′, s;Z ′′′, s)

]

where all relative momenta, throughout this thesis denoted with lower-case characters, are now
three-dimensional vectors, whereas the center of mass coordinate remains Fourier transformed with
respect to the (x, y)-plane only.
The above form of the Bethe-Salpeter equation, Eq. (C.31), is the final expression describing light
propagation in systems of finite size. The solution of this equation is discussed in the next section.



Appendix D

Calculating the Memory Kernel

M(Ω)

In this section we present the calculation of the memory kernel M(Ω) which apeares in the current-
relaxation equation and more importantly in the definition of the full diffusion constant D(Ω).
The memory kernel M(Ω) contains the full irreducible vertex γp p′ , which was diagrammatically
calculated by Vollhardt and Wölfle by its most singular contributions, the so-called Cooperon, the
sum of all maximally crossed diagrams, depicted in Fig. D.1a. The Cooperon can be disentangled

 C
+k +k’ +k +k’ +k +k’

−k −k’ −k −k’ −k −k’
(a) Cooperon contributions

ΓL

+k +k’ +k +k’ +k +k’

− −k’ − −k’ − −k’k k k
(b) Diffuson contributions

Figure D.1:
(a) The Cooperon C as the sum of the maximally crossed diagrams.
(b) The particle-hole ladder Γ as sum of all ladder diagrams.

into a sum of ladder diagrams, as shown in Fig. D.1b, by flipping over one of the propagator lines
and exploiting time reversal symmetry. This has been discussed in detail in chapter 2. The result is

Cp p′ = Γ(~q) (D.1)

with ~q = ~p + ~p ′. In any particle-hole diagram which contains a Cooperon, the singularity at ~p = ~p ′

is strongest if the Cooperon block is crossing the entire diagram diagonally, because otherwise the
singularity is integrated over and therefore weakened. Therefore, the (infrared) divergent behavior
of each diagram contained in the irreducible vertex γp p′ can be classified by the number of diagonally
crossing Cooperons as shown in Fig. D.2. The auxiliary vertex function γ̃ is defined as the sum
of all those irreducible diagrams which do not contain any diagonally crossing interaction line, and
the internal part Φ̃ is the sum of all reducible and irreducible particle-hole diagrams with the same
restriction. By reversing the lower Green’s function line in the last diagram in Fig. D.2 one obtains
Fig. D.3 which expresses the irreducible vertex in terms of particle-hole ladders, the so-called
Diffusons Γ.
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By reversing the lower Green’s function line in the last diagram in Fig. D.2, the crossing blocks
Cp p′ are disentangled into ladders Γ(~q) with the momentum argument ~q replaced by ~q = ~p + ~p ′,

compared to the last diagram in Fig. D.3. From this it is seen, that the internal part Φ̃ contains all
diagrams also present in the energy density correlation function Φρρ except for those with ladders
Γ at either or both ends, because in the original definition any diagonally crossing interaction lines
had been excluded from Φ̃. Therefore we write

Φ̃(~q) = Φρρ − R(~q)Γ(~q)R(~q) − R(~q)Γ(~q)Φ̃(~q) − Φ̃(~q)Γ(~q)R(~q)

−R(~q)Γ(~q)Φ̃(~q)Γ(~q)R(~q) (D.2)

where we defined R(~q) =
∑

p GR
p−GA

p+. Equivalently, we may write

Φ̃(~q)
[
1 + 2R(~q)Γ(~q) + R(~q)2Γ(~q)2

]
= Φρρ − R(~q)Γ(~q)R(~q) (D.3)

[1 + R(~q)Γ(~q)]
2
Φ̃(~q) = Φρρ − R(~q)Γ(~q)R(~q) (D.4)

Since the ladder diagrams can be summed up as a geometric series Γ = γ0

1−γ0R we have Γ

γ0
= 1+RΓ,

and can continue to write

Φ̃(~q) =
(γ0

Γ

)2 [
Φρρ − R(~q)2Γ(~q)

]
(D.5)

From this it can be seen, that the divergencies of the crossing cooperons in the last diagram of
Fig. D.2 are cancelled by Γ−2(~q) in Φ̃(~q) and therefore only the singularity in Φρρ itself is left.
Additionally diagrams with less than two Cooperon blocks are less divergent and may be neglected
and we find

γp p′ = Γ(~q) + Γ(~q)Φ̃(~q)Γ(~q)

γp p′ = γ2
0Φρρ + . . . (D.6)

Therefore, the irreducible vertex γp p′ is dominated by the pole structure of the correlation Φρρ

and hence by the energy density correlation Φǫǫ, which depends on the diffusion coefficient itself
as shown in chapters in 3 and 5 and establishes a selfconsistent equation for the diffusion constant
D(Ω)

Φ∼

Φ∼

Φ∼

C
C

C

C

C

+k

−k

+k’ +k +k’ + +k’ +k +k’

−k’−k−k’−k−k’−k−k’

−Q/2Q/2−−k’−k

k

k k’

+k +k’ +k k Q/2k +k’1 2

k k
1 2

γγ ~

Q/2

Figure D.2: Classification of all diagrams of the irreducible vertex in terms of Cooperons.
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Φ∼

Φ∼Φ∼

γ Γ Γ
+k +k’ +k +k’ +k +k’ +k +k’

Γ ΓΓ
− −k’ −k k q/2 k q/2 −k’k

−k −k’ −k −k’ −k −k’ −k −k’

q/2+ + + q/2 +kk k’ k k k’
1 2

1 2

γ ~

Figure D.3: Transformation of the diagrams of Fig. D.2, expressing the irreducible vertex in terms
of particle-hole ladders, the so-called Diffusons Γ.
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Appendix E

Technical Transformations

E.1 Transformation of the Coordinate System

Here we wish to transform simple position variables to center of mass and relative coordinates. We
introduce the following transformation rules:

R := r2+r1

2 ∆r := r1 − r2

R′ :=
r′
2+r′

1

2 ∆r′ := r′1 − r′2
R34 := r3+r4

2 ∆r34 := r3 − r4

R56 := r5+r6

2 ∆r56 := r5 − r6

(E.1)

with inversions given by

r1 := R + ∆r
2 r2 := R − ∆r

2

r′1 := R′ + ∆r′

2 r′2 := R′ − ∆r′

2

r3 := R34 + ∆r34

2 r4 := R34 − ∆r34

2

r5 := R56 + ∆r56

2 r6 := R56 − ∆r56

2

(E.2)

According to these rules the derivative ∇2
r1

changes to

∇r1
=

1

2
∇R + ∇∆r (E.3)

∇2
r1

=
1

4
∇2

R + ∇2
∆r + ∇R∇∆r (E.4)

and analogously for ∇2
r2

∇r2
=

1

2
∇R −∇∆r (E.5)

∇2
r2

=
1

4
∇2

R + ∇2
∆r −∇R∇∆r (E.6)

E.2 Transformation used for Single Particle Greens Function

R :=
r1 + r′1

2
∆r := r1 − r′1 (E.7)

(E.8)

101



102 APPENDIX E. TECHNICAL TRANSFORMATIONS



Bibliography

[1] Wiersma, D. S. The physics and applications of random lasers. Nature Phys. 4,359 (2008).

[2] Cao, H. in Waves Random Media 13, R1 (2003).

[3] Cao, H. et al. Random laser action in semiconductor powder. Phys. Rev. Lett. 82,2278
(1999).

[4] Klingshirn, C. ZnO: From basics towards applications. Phys. Stat. Sol. (b) 244, 3027
(2007).

[5] Koenderink, F., Lagendijk, A. , Vos,W. L. Optical extinction due to intrinsic structural
variations of photonic crystals. Phys. Rev. B 72, 153102 (2005).

[6] S. John, Electromagnetic absorption in a disordered medium near a photon mobility edge.
Phys. Rev. Lett. 53, 2169 (1984).

[7] P. W. Anderson, The question of classical localization: A theory of white paint? Phil.
Mag. B 52, 505 (1985).

[8] Lagendijk, A., van Albada, M. P. , van der Mark, M. B. Localization of light: The quest
for the white hole. Physica A 140, 183 (1986).

[9] Lee, P. A. , Ramakrishnan, T. V. Disordered electronic systems. Rev. Mod. Phys. 57, 287
(1985).

[10] Abrahams, E., Anderson, P.W., Licciardello, D. C. , Ramakrishnan, T. V. Scaling theory
of localization: Absence of quantum diffusion in two dimensions. Phys. Rev. Lett. 42, 673
(1979).

[11] Cao, H. et al. Random laser action in semiconductor powder. Phys. Rev. Lett. 82, 2278
(1999).

[12] Markushev, V. M., Ryzhkov, M. V. , Briskina, C. M. Characteristic properties of ZnO
random laser pumped by nanosecond pulses. Appl. Phys. B 84, 333 (2006).

[13] Anderson, P. W. Absence of diffusion in certain random lattices. Phys. Rev. 109, 1492
(1958).

[14] Vanneste, C. , Sebbah, P. Selective excitation of localized modes in active random media.
Phys. Rev. Lett. 87, 183903 (2001).

[15] Wiersma, D. S., Bartolini, P., Lagendijk, A. , Righini, R. Localization of light in a disor-
dered medium. Nature 390, 671 (1997).

[16] John, S. Strong localization of photons in certain disordered dielectric superlattices. Phys.
Rev. Lett. 58, 2486 (1987).

[17] C. Baravian, F. Caton, J. Dillet, G. Toussaint, and P. Flaud, Phys. Rev. E 76, 011409
(2007)

103



104 BIBLIOGRAPHY

[18] B.A. van Tiggelen, S.E. Skipetrov, Phys. Rev. E. 73, 045601 (2006) Rapid Communica-
tions

[19] R. Frank, A. Lubatsch, and J. Kroha, Phys. Rev. B 73, 245107 (2006);

[20] K.Muinonen, Waves in Random Media, 14, 365 (2004)

[21] A. M. Brodsky, G. T. Mitchell, S. L. Ziegler, and L. W. Burgess, Phys. Rev. E 75, 046605
(2007)

[22] M. Störzer, C. M. Aegerter, and G. Maret, Phys. Rev. E 73, 065602 (2006)

[23] M. Störzer, P. Gross, C. M. Aegerter, and G. Maret, Phys. Rev. Lett. 96, 063904 (2006)

[24] S. Gottardo, R. Sapienza, P.D. Garcia, A. Blanco, D.S. Wiersma, C. Lopez, Nature
Photonics 2, 429 (2008)

[25] L. Florescu and S. John, Phys. Rev. E 69, 046603 (2004)

[26] X. J. Jiang, Q. Li, C. M. Soukoulis, Phys. Rev. B 59, R9007 (1999).

[27] K. L. van der Molen, P. Zijlstra, A. Lagendijk, A. P. Mosk, Optics Letters 31, 1432,
(2006)

[28] H. Cao, Waves in Random Media 13, R1 (2003)

[29] A. Yamilov, X. Wu, X. Liu, R. P. H. Chang, and H. Cao, Phys. Rev. Lett. 96, 083905
(2006)

[30] A. Yamilov, X. Wu, H. Cao, A. L. Burin, Optics Letters, 30, 2430 (2005)

[31] S. Chang, A. Taflove, A. Yamilov, A. Burin, H. Cao, Optics Letters, 29, 917 (2004)

[32] M. Nomura, S. Iwamoto, K. Watanabe, N. Kumagai, Y. Nakata, S. Ishida, and Y.
Arakawa, Opt. Express, 14, 6308 (2006)

[33] L. Florescu, K. Busch and S. John, J. Opt. Soc. Am. B 19, 2215 (2002)

[34] K. Busch and C. Soukoulis, Phys. Rev. Lett. 75, 3442 (1995)

[35] J. Kroha, C.M. Soukoulis, and P. Wölfle, Phys. Rev. B 47, 11093 (1993).
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